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Abstract

The pairwise comparisons method, together with inconsistency analysis, are used to assess the
hazard level for abandoned mines. Weights, reflecting the relative importance of the objectives
concerned are one of the most commonly used solutions for this type of data. Subjective as-
sessments involve inaccuracy (which is difficult to manage) and inconsistency in assessments
(which can be measured and may influence the accuracy). The pairwise comparisons method
allows us to define a consistency measure and use it as a validation technique. A consistency-
driven knowledge acquisition, supported by a properly designed software, contributes to the
improvement of quality of knowledge-based systems.

Keywords: pairwise comparison, knowledge management, multicriteria evaluation, inconsis-
tency, hazard rating.
1 Introduction

The first (somewhat documented but never formally published) use of pairwise comparisons
(PC) is attributed to Ramon Llull, a 13th-century mystic and philosopher (see [5]). Thurstone
applied pairwise comparisons in the form of “the law of comparative judgment” in [18]. There
is a variation of this law known as the BTL (Bradley-Terry-Luce) model (cf. [2]). A number
of customized methods of pairwise comparisons followed in numerous (some of them contro-
versial) studies. We do not intend to endorse any such customization here. However, Saaty’s
seminal work [17] had a considerable impact on the pairwise comparisons (PC) research and
should be acknowledged despite serious controversies generated by it.

The technical issues of acquiring this knowledge, representing it, and using it appropriately to
construct and explain lines-of-reasoning, are important problems in the design of knowledge-
based systems. Knowledge acquisition involves extracting knowledge from human experts,
books, documents, sensors, or computer files. In the knowledge validation stage this knowl-
edge is validated and verified until its quality is considered acceptable according to some pre-
established standards.

Knowledge acquisition is the extraction of knowledge from sources of expertise and its transfer
to the knowledge base. Acquisition is actually done throughout the entire expert system de-
velopment process. Knowledge is a collection of specialized facts, procedures, and assessment
rules and may be collected from many sources. These sources can be divided into two types:
documented and undocumented. The latter resides in people’s minds. Knowledge can be iden-
tified and collected by using any of the human senses. It can also be identified and collected by
machines.

The knowledge engineer elicits knowledge from the expert, refines it with the expert, and rep-
resents it in the knowledge base. The elicitation of knowledge from the expert can be done



manually or with the aid of computers. The main purpose of computerized support to the expert
is to reduce or eliminate the potential problems mentioned earlier, especially those of inde-
terminate bias and ambiguity. These problems dominate the gathering of information for the
initial knowledge base and the interactive refinements of this knowledge. A smart knowledge
acquisition tool needs to be able to add knowledge incrementally to the knowledge base and
refine, or even correct, existing knowledge. Visual modeling techniques are very important in
constructing the initial domain model. The objective of the visual modeling approach is to give
the user the ability to visualize real-world problems and to manipulate elements of it through
the use of graphics.

The expert’s knowledge may be, for example, expressed in assessing the number of preferences,
relevant criteria or factors, or possible alternatives. When devising methods for formulating and
assessing preferences, a knowledge engineer has to take into account the limitations in human
capabilities for undertaking such endeavor. One possible technique of extracting the expert’s
knowledge and preferences is based on the pairwise comparisons method.
2 Pairwise Comparisons Preliminaries

The pairwise comparisons method utilizes statements about expert’s preferences and assess-
ments. These statements are expressed by examination of pairs of criteria or objectives. The
presented methodology utilizes mapping of inconsistent evaluations by an expert into a numer-
ical scale (see Table 1) that closely approximate his/her assessments. Ordinal numbers are used
to express relative preferences. In particular the numbers do not represent “absolute” measure
of the mapped criteria, as such may simply not exist (for example, it is hard to define a global
measure of public safety but it is still practical to compare it, in relative terms, with the degree
of environmental pollution).

Intensity definition explanation
1 equal importance equal contribution
2 weak importance of one

over another
slightly favor one criterion over another

3 essential or strong im-
portance

strongly favor one criterion over an-
other

4 demonstrated impor-
tance

strong dominance

5 absolute importance the highest preference
1.2, 2.3,
...,etc.

Intermediate values when compromise is needed

Table 1: Scale used for pairwise comparisons

The traditional matrix representation of pairwise comparisons (PC) is by using a PC matrix M
of the following format:

M =


1 m1,2 · · · m1,n
1

m1,2
1 · · · m2,n

...
...

...
...

1
m1,n

1
m2,n

· · · 1

 .

PC matrix elements represent the intensities of an expert’s preference between individual pairs



of entities (or criteria) expressed as ratios chosen from an assumed scale for subjective data and
transformed by the recently published formula in [10]. Note the criteria E1, E2,..., En (where
n is the number of criteria to be compared). The entry mij in the i-th row and j-th column
of the PC matrix M , denotes the relative importance of entity (or criterion) Ei compared with
objective Ej , as expressed by an expert. This PC matrix M has all positive elements and has
the following reciprocal property:

∀i, j, 1 ≤ i, j ≤ n, mij = 1
mji

.

The PC matrix M is called consistent if ∀i, j, k, 1 ≤ i < j < k ≤ n, it is the case that
mij ∗mjk = mik. The vectors consisting of the three values [mij, mik, mjk] are called “triads.”
By the reciprocity condition, triads have a mirror image below the diagonal, and so it is sufficient
to concentrate on the values above the diagonal.

Let wi denote the unknown weight of the criterion i. How can the vector w = [w1, w2, ..., wn]
be estimated on the basis of the PC matrix M? One possible solution can be the following. If
the expert’s assessments are completely consistent, one would have:

∀i, j, 1 ≤ i, j ≤ n, aij = wi

wj

.

The following heuristic:

wi = (
n∏

j=1
mij)1/n

was proposed in [19] for finding vector w for inconsistent PC matrices. In fact it trivially works
also for consistent PC matrices.

A definition of consistency proposed in [9] allows us to locate the most inconsistent assessments
and reexamine them. New and more consistent assessments may be expressed in an interactive
way. They may contribute to the overall reduction of the inconsistency.
3 Abandoned mines hazard rating

The knowledge engineer usually has to cope with a large number of criteria, factors or alterna-
tives during the data acquisition process. Our model is presented visually1 in Fig. 1, and is used
by a tool called “Concluder.”2

The model was the result of a team effort involving mining experts from the Ministry of North-
ern Ontario and Mines, with expertise based on years of experience. One episode that was in
everyone’s mind was the collapse of a school yard (fortunately, at a time when the children
were attending classes in the school building). The yard caved in as it was built on a forgotten
abandoned mine. Based on the expertise of the mining professionals, and data from historical
reports, pairwise comparisons were gathered into a large matrix. Needless to say, with such a
large number of experts and data, the matrix that was created was inconsistent.
4 Inconsistency in pairwise comparisons

For a single triad [x, y, z], the inconsistency indicator is given by the following formula:

1The graphic has been produced with Prefuse, a set of software tools for creating rich interactive data visual-
izations [8].

2Which we make available on Sourceforge [3].



ii = 1−min
(

y

x ∗ z
,
x ∗ z

y

)
.

The new definition was proposed in [9], formally generalized to the entire matrix by the use of
the max function for all triads (defined by the consistency condition), and simplified in [14].
Making comparative assessments of intangible criteria (e.g., the degree of an environmental
hazard or pollution factors) involves not only imprecise or inexact knowledge but also incon-
sistency in our own assessments. The improvement of knowledge elicitation by controlling the
inconsistency of experts’ assessments is not only desirable but absolutely necessary.

Checking the consistency in the pairwise comparisons method could be compared to checking
that the divisor is not equal to 0. It does not make sense to divide anything by 0. The proposed
solution of the pairwise comparisons method is based on the assumption that the given recip-
rocal matrix is consistent. However, expecting that all subjective assessments are consistent is
not realistic especially if they are subjective. We know that most assessments are subjective,
inaccurate, and nearly always contain some kind of bias, and therefore the total consistency is
not to be expected.

To have inconsistent assessments we must have at least three criteria to be compared. Conse-
quently we may assume, that all indexes i, j, k must be pairwise different. We may calculate
inconsistencies only for triads with indexes holding the property 1 ≤ i < j < k ≤ n.

The inconsistency indicator of a PC matrix is the indicator of the quality of the knowledge. The
“improvement” process of the quality of the knowledge begins with computing the inconsis-
tency of the assessments. The triad with the largest inconsistency is displayed for the experts to
have an opportunity to revise their preferences.

In our case, Concluder highlights the worst triad as illustrated by Fig. 2.

The inconsistency of 0.44 is regarded as too high (the threshold value is assumed 1/3 for similar
applications) so experts need to reconsider their assessments. By changing 1.5 in the high-
lighted triad into 1.3, we can decrease inconsistency indicator to 0.32 which is assumed to be
acceptable so weights w (automatically computed and illustrated by Fig. 3) can be used for
decision making.
5 Conclusions

The consistency-driven approach presented in this paper was tested in a research project re-
lated to the decision process of rehabilitation of abandoned mines in Ontario by the Provincial
Ministry of Northern Development and Mines. The implemented system assists middle-level
management in making semistructured decisions. The main goal of the system is to provide
management with the most comprehensive and most updated information necessary to make
responsible decisions (for details see [1]).

The consistency-driven pairwise comparisons refocused the attention from the race of finding
better and better approximation of weights for inconsistent matrices to devising heuristics to
influencing assessments to be more consistent (but by no means totally consistent). Finding
an ideal vector of weights for inconsistent (or very inconsistent) matrices is a mirage. It is a
theoretically challenging and exciting task but does not have much practicality. It could be com-
pared to an attempt at finding lengths of objects using a ruler which randomly changes (by, for
example, extreme temperature) its length for each of them. The truth is that no “ideal” solution
exists and understanding the true source of our problem, that is inconsistency of assessments, is
absolutely necessary for decreasing the inaccuracy.



Reducing the inconsistency is not easy unless we know its location (not only its value). The
presented definition of inconsistency locates it. The expert is given the feedback and opportunity
of reconsideration of his/her assessments by using various approaches (e.g., Delphi method). It
may not be advisable to allow the expert the full flexibility since his/her subjective assessment
may change due to an unsubstantiated race for consistency of assessments instead of non-biased
subjective opinions. We may, for example, allow the referee to change only a fixed number of
opinions by a factor of a fixed total. For example, in case of a matrix of order 4 when we have
6 assessments we may allow to modify a maximum of three modifications on condition that the
total of all changes does not exceed say 3 (so three assessments may be modified by one up or
down, or one assessment may be modified by 3 up or down).
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Figure 1: PC model for abandoned mines hazard rating



Figure 2: Inconsistency analysis

Figure 3: The final weights


