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Abstract
Boundary layer will be produced if the Reynolds number of the compressible Navier-Stokes
equations is sufficiently high. As there has a steep gradient of flow variables inside the boundary
layer, it is very difficult to compute the Navier-Stokes equations stably and accurately. There
are mainly two approaches to solve this problem. One is to use a very fine mesh whose grid size
is approximate to the thickness of boundary layer. However, for the high dimensional problem,
this may lead to an unbearable computing cost. The other is to use a high order numerical
method, such as the Runge-Kutta discontinuous Galerkin (RKDG) method. However, as the thin
thickness and large slope of the boundary layer, the traditional high order RKDG methods based
on piecewise polynomial basis functions may not provide the best approximation to the solution
and normal derivative inside the boundary layer unless a very fine spatial grid is divided.
In this paper, we consider the one-dimensional compressible Navier-Stokes equations which has
an analytic solution under some assumptions, and according to its analytic solution, we provide
an exponential approximation space for solving the computing domain inside the boundary
layer. And for the computing domain outside the boundary layer, we still use the traditional
polynomial space to approximate it. From numerical experiments we can see that compared to
the traditional RKDG method based on polynomial approximation space, the RKDG method
based on the hybrid approximation space provided in this paper can yield better results of the
flow field values and gradient values over the same computing grid.
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Introduction
Flows of fluids with low viscosity values and thus very high Reynolds numbers occur in many
technical applications. When a viscous fluid flows along a fixed impermeable wall, or past the
rigid surface of an immersed body, an essential condition is that the velocity at any point on
the wall or other fixed surface is zero. The extend to which this condition modifies the general
character of the flow depends upon the value of the viscosity. If the body is of streamlined shape
and if the viscosity is small without being negligible, which leads to a large value of Reynolds
number, the modifying effect appears to be confined within narrow regions adjacent to the solid
surfaces which are called as boundary layers [1]. Within such layers the fluid velocity changes
rapidly from zero to its main-stream value, and this may imply a steep gradient of shearing
stress. As a consequence, not all the viscous terms in the equation of motion will be negligible,
even though the viscosity, which they contain as a factor, is itself very small.
The concept and theory of boundary layers have been developed by Ludwig Prandtl and present-
ed in a historic paper in 1905 [2]. After then, physicists and engineers have written hundreds
of articles and books about various aspects of boundary layer theory. And the most classic and
best-known is Hermann Schlichting’s boundary layer theory [3, 4]. The main characteristic of



the boundary layer theory is that the solution for the in-viscid outer flow and the solution for the
boundary layer are being determined separately and matched properly, that is the flow region
can be divided into two parts:

• Away from the surface of the object, viscous effects can be considered negligible, and
potential flow can be assumed.

• In a thin region near the surface of the object, viscous effects cannot be neglected, and
are as important as inertia.

Prandtl’s boundary layer theory had a tremendous effect on the development of fluid mechanics
and had attracted the attention of many researchers in finding high order numerical method to
solve the the complete equations of motion of a viscous fluid - Navier-Stokes equations.
As there exist a large velocity gradient normal to the boundary in a very thin layer, it is con-
siderably difficult to resolve it. One approach to solve this problem is mesh fitting. Because
the accuracy of the numerical solutions are determined to some extent by the quality of the
computing mesh, in order to obtain accurate solutions it would need to take a very fine mesh.
Many researchers have worked in the field of performance and generation of boundary layer
elements for CFD simulations. Karman presented a linear-elastic smoothing scheme to push
bulk mesh and generate a new, unstructured viscous layer of elements [5–9]. The main idea of
all these methods is to take a directional grid refinement procedure for accurate solution for the
boundary layer and wake flow regions [10]. However, for high dimensional flow problems, this
may lead to an unbearable computational cost and a low computing efficiency. Taking the two
dimensional flat plate problem as an example, approximately 75% of the grid points are inside
the boundary layer, which decrease the efficiency of numerical computing severely.
Another approach to obtain an accurate solution inside the boundary layer is to take a high
order method, such as the finite difference method, finite volume method and finite element
method, see review paper [11]. As the higher order the numerical method is, the larger number
of solution unknowns or degrees of freedom are needed, this approach also brings a tremendous
amount of computing. For the simulation of high dimensional turbulent flow problems, systems
of several million degrees of freedom are common. Unfortunately, grid convergence, and hence
reliable accuracy, is not always attained. What’s more, high order methods applied to non-
linear problems tend to become unstable when the approximating apace is inadequate to resolve
the main features of the true solution. Unresolved boundary layers produce Gibbs oscillations
which, in the presence of non-linearly, often lead to solution blow up [12].
Since the Navier-Stokes equations consist of the Euler equations plus shear-stress and heat flux
terms, one of the major differences that occurs when solving the Navier-Stokes equations, as
compared to the Euler equations, is the need to use fine meshes or high order scheme in order
to properly resolve viscous layers. As the property of easily handling complex geometries and
boundary conditions and achieving high order accuracy, the finite element method, especially
the discontinuous Galerkin (DG) methods have received much attention during the last decade
due to their ability to produce stable and high order accurate discretizations of conservation
laws on fully unstructured meshes [13]. The DG method is a finite element method using a
completely discontinuous piecewise polynomial space for the numerical solution and the test
functions [14, 15]. The major development of DG methods was carried out by Cockburn and
Shu in a series of papers [16–20]. They constructed high order Runge-Kutta discontinuous
Galerkin (RKDG) method for the scaled conservation laws. And then this method was extended
to one-dimensional and multi-dimensional systems.
When DG methods are used to solve partial differential equations (PDEs), the piecewise poly-
nomial space is the commonly chosen finite element approximation space. However, for some



PDEs and initial/boundary conditions, piecewise polynomials may not provide the best approx-
imation to the solution if the mesh is coarse, such as the Navier-Stokes equations with high
Reynolds number [21]. And for the DG method based on non-classical piecewise polynomial
basis functions, it has been studied in several literatures. In [22], Li and Shu proposed the use
of locally divergence-free polynomial space in the DG method to solve the Maxwell equations
and they achieved better results compared to the DG method based on the classical piecewise
polynomial space P k. Subsequently, the locally divergence-free polynomial space for approx-
imating MHD equations, Hamilton-Jacobi equations and Laplace equation were discussed in
[23–25]. However, these locally divergence-free polynomial space is still based on polyno-
mials. Then in [26], Yuan and Shu developed discontinuous Galerkin methods based on non-
polynomial approximation space, such as exponential approximation space and trigonometric
approximation space, etc., for numerically solving time-dependent hyperbolic and parabolic
and steady state hyperbolic and elliptic partial differential equations. However, this paper only
discussed the scalar equation and what’s more, the non-polynomial approximation space pro-
posed in this paper was constructed without taking the analytic solution of the equation into
account.
For the steady one-dimensional compressible Navier-Stokes equations, it can be solved analyt-
ically under the assumptions that the Prandtl number is taken as 3

4
and the enthalpy is uniform

on the boundaries [27]. As the analytic behaviour of the solution is available, the approximation
of the solution can be improved by taking this information into account. Thus, in this paper, our
main purpose is to propose a suitable approximation space which can approximate the Navier-
Stokes equations accurately without needing to take a very fine mesh. Based on the traditional
direct DG (DDG) method [28–30], we introduce a new DDG method based on a hybrid approx-
imation space which is taken as an exponential approximation space inside the boundary layer
and a polynomial approximation space outside the boundary layer in order to obtain a good
approximation to the solutions over a coarse grid.

One-dimensional Compressible Navier-Stokes Equations
1. Non-dimensional compressible Navier-Stokes equations
The one-dimensional flow of viscous, heat-conducting, compressible fluid is described by the
following hydrodynamic equations in conservative form

∂Q

∂t
+
∂F

∂x
=
∂Fv
∂x

, x ∈ [xL, xR], (1)

where [xL, xR] is the solution domain, the conservation variable Q, the non-viscous flux F and
the viscous flux Fv are defined as

Q =

 ρ
ρu
E

 , F =

 ρu
ρu2 + p
ρuH

 , Fv =

 0
τxx

uτxx − qx

 ,
In order to make Eq.(1) closed, we also need an equation of state (EOS) and is assumed as

p = ρRT. (2)

Here,

τxx = (2µ+ λ)
∂u

∂x
, qx = −k∂T

∂x
,



ρ is mass density, p is pressure, u is x−component of velocity. And in this paper, we assume
the flow is from left to right, parallel to x-axis which means the velocity vector is positive. E is
total energy per unit mass, H is enthalpy which is defined as

H = (E + p)/ρ =
1

2
u2 + CpT,

T is absolute temperature, µ is coefficient of viscosity and for simplicity we take it as a constant
µ = µr. By using Stokes’ hypothesis λ = −2

3
µ the viscous stress τxx can be simplified to

τxx =
4

3
µ
∂u

∂x
.

k is the coefficient of thermal conductivity and is defined by

k =
µCp
Pr

,

in which Pr is the Prandtl number, Cp =
γ

γ − 1
R is the specific heat at constant pressure,

γ = Cp
Cv

is the ratio of specific heat, R is a gas constant which depends on the particular gas
under consideration.
The boundary conditions of Eq.(1) are given as follows{

ρ(xL) = ρL, u(xL) = uL, T (xL) = TL,

ρ(xR) = ρR, u(xR) = uR, T (xR) = TR.
(3)

Next, we define the following dimensionless variables

x =
x∗

L
, u =

u∗

ur
, t =

t∗

L/ur
,

ρ =
ρ∗

ρr
, p =

p∗

ρru2r
, T =

T ∗

Tr
,

R =
R∗

Rr

, µ =
µ∗

µr
,

Cv =
C∗v

U2
r /Tr

=
C∗v

γ ·Rr ·M2
a

=
1

γ(γ − 1)M2
a

,

Cp =
C∗p

U2
r /Tr

=
C∗p

γ ·Rr ·M2
a

=
1

(γ − 1)M2
a

,

Cr =
√
γRrTr, ur = Ma · Cr,

(4)

where the superscript ∗ denotes the dimensional variables, subscript r denotes dimensional ref-
erence quantities and any non-marked variable denotes the non-dimensional variable. Then the
non-dimensional form of (1) can be written as

∂Q

∂t
+
∂F

∂x
=

1

Re

∂Fv
∂x

. (5)

Here, the forms of conservation variable Q, non-viscous flux F and viscous flux Fv are same



with those in Eq.(1). The Reynolds number which is defined as

Re =
ρrurL

µr
,

significantly, corresponds to a non-dimensional reference length that directly controls the steep-
ness of the non-dimensional gradients. Increasing Re, as expected, thus leads to solutions that
may be difficult to compute accurately.
The non-dimensional form of EOS (2) is

p = ρT/(γM2
a ) =

γ − 1

γ
CpρT. (6)

2. Analytic solution of the steady one-dimensional Navier-Stokes equations with Pr = 3
4

For the non-dimensional Navier-Stokes equations (5), if the computing time is large enough,
that is t → ∞, it can be got that ∂Q

∂t
→ 0. Then we will have the steady one-dimensional

compressible Navier-Stokes equations

∂ρu

∂x
= 0,

∂(ρu2 + p)

∂x
=

1

Re

∂τxx
∂x

,

∂ρuH

∂x
=

1

Re

∂(uτxx + µCp
Pr
Tx)

∂x
.

(7)

Integrating Eq.(7) once with respect to x in domain [xL, x], where x is any point in the whole
computing domain [xL, xR], leads to the following system

ρu = F1,
ρu2 + p− εµdu

dx
= F2,

ρuH − εµ(udu
dx

+ Cp
4
3
Pr

dT
dx

) = F3.
(8)

Here, ε = 4
3
/Re is a constant. And when the Reynolds number satisfies Re → ∞, we have

ε→ 0. The constants Fi (i = 1, 2, 3) are defined as
F1 = (ρu)|xL ,
F2 = (ρu2 + p)|xL ,
F3 = (ρuH)|xL .

(9)

According to [27], if we take the assumption that the Prandtl number is taken as Pr = 3
4

and the
coefficient of viscosity µ is taken as a constant, then the integrated Navier-Stokes equations (8)
can be decoupled and simplified into a non-linear ordinary differential equation of velocity

εµu
du

dx
− γ + 1

2γ
F1u

2 + F2u−
γ − 1

γ
F3 =

γ − 1

γ
F1(HR −HL)e−F1

xR−x
εµ . (10)

If the boundary conditions (3) satisfy HL = HR, then the equation of velocity (10) can be
further reduced to

εµu
du

dx
− γ + 1

2γ
F1u

2 + F2u−
γ − 1

γ
F3 = 0. (11)

Eq.(11) can be solved analytically which leads to the following lemma



Lemma 1 The solution of velocity of the steady one-dimensional compressible Navier-Stokes
equations (7) under the assumptions that (i) Pr = 3

4
; (ii) HL = HR is

(u− u0)(u− u1)k1 = (uR − u0)(uR − u1)k1 · e−kξ. (12)

Here, ξ = xR−x
εµ

, u0 and u1 are the solutions which satisfy the non-viscous Rankine-Hugnoit
relations

u0 = uL, u1 = (
γ − 1

γ + 1
+

2

γ + 1

1

M2
a

)u0. (13)

k =
γ+1
γ
F1u0−F2

u0
> 0 and k1 = −u1

u0
.

After obtaining the solution of velocity, by using the relationship between ρ and u

ρu = F1, (14)

and the relationship between T and u

1

2
u2 + CpT = HL, (15)

obtained from Eq.(8), we can obtain the complete solution of the steady one-dimensional Navier-
Stokes equations (7).
From Eq.(12) we can see that when the Reynolds tends to infinity, that is the parameter ε tends
to zero, the velocity in fact varies in the form of an exponential function in a thin region near
the wall xR. This region is called as boundary layer [2–4]. Outside the boundary layer, due to
the exponential function e−kξ on the right hand of the solution (12) closes to zero, the velocity
remains as the constant uL. Thus, the velocity varies rapidly inside the boundary layer from
uL to uR which leads to an extremely large gradient value at the wall. And this usually cannot
be calculated accurately by the traditional DG method based on polynomial approximation
space unless a very fine mesh is used in numerical computing. However, for high dimensional
problems, the cost of a very fine mesh is unbearable. Next, our main work is to construct
a suitable non-polynomial approximation space for solving the one-dimensional compressible
Navier-Stokes equations (5) with high Reynolds number inside the boundary layer in order to
get a more accurate solution without needing to refine the computing mesh.

DDG Method Based on Hybrid Approximation Space
1. Hybrid approximation space for one-dimensional compressible viscous flow
The computational domain [xL, xR] is divided into N cells with cell interfaces xL = x 1

2
<

x 3
2
< · · · < xN+ 1

2
= xR, and we denote the center of cell Ij = [xj− 1

2
, xj+ 1

2
] by xj , and ∆xj =

xj+ 1
2
−xj− 1

2
is the cell size of Ij . By dimensional analysis of the one-dimensional compressible

Navier-Stokes equations (5), we can roughly estimate the thickness of the boundary layer δ has
the same order of magnitude with 1

Re
[27]. Then according to the thickness of boundary layer δ

and the cell size ∆x, we can determine which computing cell is inside the boundary layer.
For the computing cells inside the boundary layer, from the solution (12), it can be seen that the
solution of velocity is a linear combination of the following exponential functions

Eu = {u : u ∈ span{1, e−kξ, e−2kξ, e−3kξ, e−4kξ, · · · }, ξ =
xR − x
εµ

}. (16)

Here, k is the same as defined in Lemma 1. Then according to the relationship between ρ and
u (14) and the relationship between T and u (15), it can be seen that we can take the same



non-polynomial basis functions for approximating ρ and T with that for u (16).
Next, we consider the approximation space for conservative variables: ρ, ρu, E. For the energy
variable E, we can take the approximation space of T (16) for solving it. For the momentum
variable ρu, however, it should be noticed that, according to Eq.(8), as

ρu = F1 = const,

hence, we could just take the local orthogonal Legendre polynomial approximation space

Pρu = {ρu : ρu ∈ span{1, x− xj, (x− xj)2 −
1

12
∆x2, (x− xj)3 −

3

20
∆x2(x− xj), · · · }}

for solving it.
Thus the third order hybrid polynomial and exponential approximation space which is denoted
as H2 for solving the conservative variables inside the boundary layer are given as follows

H
(j)
0 (x) =

 1
1
1

 , H
(j)
1 (x) =

 e−k
xR−x
εµ

x− xj
e−k

xR−x
εµ

 , H
(j)
2 (x) =

 e−2k
xR−x
εµ

(x− xj)2 − 1
12

∆x2

e−2k
xR−x
εµ

 . (17)

And for the computing cells outside the boundary layer, we still use the third order Legendre
polynomial approximation space P 2

P
(j)
0 (x) =

 1
1
1

 , P
(j)
1 (x) =

 x− xj
x− xj
x− xj

 , P
(j)
2 (x) =

 (x− xj)2 − 1
12

∆x2

(x− xj)2 − 1
12

∆x2

(x− xj)2 − 1
12

∆x2

 . (18)

Next, we will briefly conclude the steps for implementing the hybrid DDG method.
2. DDG method based on hybrid approximation space
The hybrid DDG method for solving the one-dimensional compressible Navier-Stokes equa-
tions (5) is set up as follows

Step 1 For each computing cell Ij (j = 1, 2, · · · , N), determining whether it is inside the
boundary layer region or not.

Step 2 If the computing cell is inside the boundary layer, multiplying Eq.(1) by the arbitrary test
functions H(j)

l (x) (l = 0, 1, 2) in (17), integrating over the interval Ij and then integrating
by parts, we will obtain the weak formulation of this equation∫

Ij

QtH
(j)
l dx−

∫
Ij

V (Q)
dH

(j)
l

dx
dx+ ∆+[V (Qj− 1

2
)H

(j)
l (xj− 1

2
)] = 0, (19)

where ∆+wj = wj+1 − wj , V (Q) = F (Q) − Fv(Q) and Qj+ 1
2

= Q(xj+ 1
2
). And if the

computing cell is outside the boundary layer, the test functions will be changed to the
second order Legendre polynomial functions P (j)

l (l = 0, 1, 2) in (18).

Step 3 For the computing cells inside the boundary layer, defining the degrees of freedom as

Q
(l)
j = Q

(l)
j (t) =

∫
Ij

Q(x, t)H
(j)
l (x)dx, l = 0, 1, 2, (20)



and

Qh(x, t) =
2∑
l=0

AlQ
(l)
j (t)H

(j)
l (x) for x ∈ Ij, (21)

in which Al =
1∫

Ij
(H

(j)
l (x))2dx

and Qh(x, t) is the approximation of the solution Q(x, t)

in H2.

Then replacing the solution Q by Qh and taking it into Eq.(19), we will arrive at an ODE
which are the degrees of freedom Q

(l)
j (l = 0, 1, 2) must satisfy

d

dt
Q

(l)
j + ∆+[V̂j− 1

2
H

(j)
l (xj− 1

2
)]−

∫
Ij

V (Qh(x, t))
d

dx
H

(j)
l (x)dx = 0, l = 0, 1, 2, (22)

where the numerical flux V̂ is defined as V̂ = V (Qh, Qh
x).

Similarly, if the computing cell is outside the boundary layer, the test functions will be
changed to the Legendre polynomial functions P (j)

l (l = 0, 1, 2) (18) instead.

Step 4 For the numerical flux V̂j+ 1
2

= F̂j+ 1
2
− 1

Re
· F̂vj+ 1

2
, we use the Lax-Friedrichs scheme

F̂j+ 1
2

= F (Q+
j+ 1

2

, Q−
j+ 1

2

)

=
1

2
[F (Q+

j+ 1
2

) + F (Q−
j+ 1

2

)− α(Q+
j+ 1

2

−Q−
j+ 1

2

)],

where α = max|F ′(Q)|, to achieve total variation stability. And for the derivative term
Qx in F̂v, we use the piecewise linear approximation proposed in DDG method [28–30]
to calculate it

Q̂x = β0
[Q]

∆x
+Qx. (23)

Here, [Q] = Q+ −Q−, Q = 1
2
(Q+ +Q−) and β0 is a constant which is commonly taken

as 1
2
.

Step 5 For the term of time, we use the third order Runge-Kutta scheme [13]
u(1) = un + ∆tL(un),

u(2) =
3

4
un +

1

4
u(1) +

1

4
∆tL(u(1)),

un+1 =
1

3
un +

2

3
u(2) +

2

3
∆tL(u(2)).

(24)

Numerical results

Example 1. We solve the non-dimensional compressible Navier-Stokes equations (5) in [0, 1]
with the Reynolds number equals to 1.0 × 104. And the initial and boundary conditions are
given as follows.



• Boundary condition
uL = 1.0, uR = 1.3,
ρL = 1.0, ρR = (ρL · uL)/uR,
TL = 1.0, TR = (1

2
u2L + CpTL − 1

2
u2R)/Cp.

(25)

• Initial condition

ρ(x, 0) =

{
ρL, x ≤ xB

ρL +
x− xL
xR − xL

(ρR − ρL), x > xB,

u(x, 0) =

{
uL, x ≤ xB,

uL +
x− xL
xR − xL

(uR − uL), x > xB,

T (x, 0) =

{
TL, x ≤ xB,

TL +
x− xL
xR − xL

(TR − TL), x > xB.

Dividing the computing domain [0, 1] into N = 800 cells and taking xB = xN−3, then we use
the DDG method based on standard P 2 polynomial basis functions (DDG − P 2), and DDG
method based on hybrid basis functions (DDG−H2) which is taken as P 2 basis functions (18)
in the cells i ≤ N − 1 and H2 basis functions (17) in the cell i = N to solve this equation,
respectively, then compare the numerical results with the analytic solution (12). The results are
shown in the following figure and table.
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Figure 1: Example 1: Comparison of DDG− P 2 & DDG−H2 with analytic solution.



Table 1: Example 1: Computing errors of flow variables (L∞).

PPPPPPPPPMethod
Error

ρ U T P

DDG− P 2 0.0333 0.0209 0.0281 0.0108
DDG−H2 0.0029 0.0016 0.0025 0.0009

From Fig. 1 and Tab. 1 we can see that as the grid size we take is not small enough compared
to the thickness of boundary layer, as expected, the traditional DDG − P 2 gives a poor flow
variables profile. The flow field values outside the boundary layer might be correct but inside the
boundary layer, they are obviously inaccurate and even have numerical oscillations. However,
from Fig. 1 and Tab. 1 it can be seen that although we only change the basis functions in one
computing cell i = N , the numerical results computed by the DDG−H2 method proposed in
this paper are very close to the analytic solution everywhere.
As mentioned above, because the Reynolds number taken in this example is very high, there
have a steep gradients of flow variables near the wall, and these gradient values have an im-
portant effect on computing the coefficient of skin friction and other physical quantities in high
dimensional problems. Thus, next, we will compare the numerical results of gradient values at
the wall xR.

Table 2: Example 1: Percentage errors of gradient values at the wall xR.

XXXXXXXXXXXXMethod
Error(%)

ρx ux Tx Px

DDG− P 2 26.1745 41.8165 45.2866 38.7611
DDG−H2 1.1076 2.0544 3.3219 2.6517

It is obvious to see from Tab. 2 that, under the same computing grid, although it seems that
the numerical results computed by DDG − P 2 method are acceptable from the point of L∞
computing error, but it gives poor approximation for the gradient values of flow variables at the
wall xR. However, the DDG −H2 method is far more effective than the DDG − P 2 method
in computing the gradient values and it can provide a very accurate approximation results.

Example 2. We also solve Eq.(5) with the same boundary and initial conditions with those of
Example 1. We increase the number of computing gridsN to 1600, 2400 and 3200, respectively,
and compute the gradients of flow variables at the wall xR by the DDG− P 2 method again to
see the variations of percentage errors with the number of grids. The results are shown in the
following table.



Table 3: Example 2: Percentage errors of gradient values at the wall xR (DDG− P 2).

PPPPPPPPPN
Error(%)

ρx ux Tx Px

800 26.1745 41.8165 45.2866 38.7611
1600 7.4528 17.4923 16.9579 13.9999
2400 2.5276 8.7675 7.2083 5.8779
3200 0.9195 5.0338 3.4916 2.8179

From Tab. 3 we can see that the percentage errors of gradient values are decreasing slowly with
the grid size becoming smaller. We can also that compared to the DDG − H2 method, the
DDG − P 2 method should take nearly four times the number of grids more than that of the
DDG−H2 method does in order to obtain the same order of percentage errors. And this, from
the other perspective, demonstrate that the DDG method based on hybrid basis functions (17) is
effective in decreasing the number of grids needed in solving the Navier-Stokes equations with
high Reynolds number and can obtain a very accurate result of gradient value on a coarse mesh.
It can save nearly 75% of the grids number.

Example 3. Here, we use higher order accuracy methods: DDG−P 3 andDDG−P 4 methods
to solve Example 1 on a coarse mesh (N = 800), then compare the numerical results with that
of DDG−H2 method, the comparisons are shown in the following table.

Table 4: Example 3: Percentage errors of gradient values at the wall xR.

XXXXXXXXXXXXMethod
Error(%)

ρx ux Tx Px

DDG− P 2 26.1745 41.8165 45.2866 38.7611
DDG− P 3 4.6980 12.7386 11.0475 8.9381
DDG− P 4 0.3093 1.7141 2.1390 1.6020
DDG−H2 1.1076 2.0544 3.3219 2.6517

It is obviously to see from Table 4 that, better results are obtained when using a high order
DDG method based on polynomial basis functions (18). And it nearly needs to take fifth order
accuracy DDG method based on the polynomial basis functions in order to obtain the same
order of percentage errors with those of the DDG−H2 method proposed in our paper.

Conclusions
The main objective of this paper is to propose a suitable non-polynomial approximation ba-
sis function for solving the compressible Navier-Stokes equation with high Reynolds number
which has a thin boundary layer near the wall of object. According to the analytic solution of the
one-dimensional steady compressible Navier-Stokes equations under the assumptions that the
Prandtl number is taken as 3

4
and the coefficient of viscosity is taken as a constant, we proposed

a DDG method based on a hybrid exponential and polynomial approximation space for solv-
ing the Navier-Stokes equations. Numerical tests have shown compared to the DDG method
based on the standard polynomial approximation space, the DDG method based on the hybrid
approximation space proposed in this paper can obtain a more accuracy results, especially for



the gradients values of flow variables on the wall, with less number of degrees of freedom over
a coarse grid. Further research focusing on high dimensional problems is on going.
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