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Abstract

This paper is concerned with the overall performance of the Generalized-strain Meshfree formu-
lation, a new local meshless method, when compared to other meshless methods, for solving two-
dimensional linear elastic problems.
Four methods are compared in this study, namely, the Generalized-Strain Mesh-free (GSMF) for-
mulation, also known as the weak-form collocation meshless formulation; the Rigid-body Dis-
placement Mesh-free (RBDMF) formulation, the Element-free Galerkin (EFG) and the Meshless
Local Petrov-Galerkin Finite Volume Method (MLPG FVM). While the RBDMF, EFG and MLPG
FVM rely on integration and quadrature process to obtain the stiffness matrix, the GSMF is com-
pletely integration-free, working as a weighted-residual weak-form collocation. This weak-form
collocation readily overcomes the well-known difficulties of the strong-form collocation, such as
low accuracy and instability of the solution.
A numerical example was analyzed with these methods, in order to assess the accuracy and the
computational effort. The results obtained are in agreement with those of the available analytical
solution. The numerical results show that the GSMF is superior not only regarding the computa-
tional efficiency, but also regarding the accuracy, when compared to the other methods.
Keywords: Local Meshless, Generalized-strain, Weak-form collocation, Element-free Galerkin,
Meshless Local Petrov-Galerkin.

Introduction

The meshless methods or meshfree methods have intrinsic advantages over the element-based ap-
proaches, mostly due to the elimination of the mesh and the high-order continuity of the trial
functions.
The main feature of these methods is that only a set of scattered nodes in the physical domain is
required to approximate the solutions, and the nodes do not need to be connected to form closed
polygons. In contrast with the finite element method, the meshless methods can save the pre-
processing cost of mesh generation, as no element is required for the whole model [1]. In general,
their formulation is based in the weighted-residual method [2].



Some meshless methods are based on a weighted-residual weak-form formulation. After discretiza-
tion, the weak form is used to derive a system of algebraic equations through a process of numeri-
cal integration using sets of background cells, globally or locally constructed in the domain of the
problem. Research on meshfree methods, based on a weighted-residual weak-form formulation,
significantly increased after the publication of the Diffuse Element Method (DEM), introduced by
[3]. The Reproducing Kernel Particle Method (RKPM), presented by [4], and the Element-free
Galerkin (EFG) method, presented by [5], were the first weak-form meshless methods applied in
solid mechanics.
All these weak-form meshless methods rely on background cells for the integration of the weighted-
residual weak form over the global domain, in the process of the generation of the system of alge-
braic equations and therefore, they are not truly meshless methods.
To avoid the general background mesh generation, a class of meshfree methods based on local
weighted-residual weak forms, such as the Meshless Local Petrov–Galerkin (MLPG) method [6, 7],
the Meshless Local Boundary Integral Equation (MLBIE) method [8], the Local Point Interpolation
Method (LPIM) [9] and the Local Radial Point Interpolation Method (LRPIM) [10], have been de-
veloped. The most popular of these methods is the MLPG, based on a moving least-squares (MLS)
approximation. The main difference of the MLPG method to other global meshless methods, such
as EFG or RKPM, is that local weak forms are used for integration on overlapping regular-shaped
local subdomains, instead of global weak forms and consequently the method does not require the
use of a background global mesh, but only a background local grid, which usually has a simple
shape.
An implementation of the meshless Finite Volume Method (FVM) through the MLPG mixed ap-
proach was presented in [11] for solving elasto-static problems. In this approach, both the strains
and displacements are independently interpolated, at randomly distributed points in the domain,
through a local meshless interpolation schemes, in this case the MLS. Then, the nodal values of
strains are expressed in terms of the interpolated nodal values of displacements, by simply enforcing
the strain-displacement relationships directly by collocation at the nodal points. This formulation
eliminates the expensive process of directly differentiating the MLS interpolations for displace-
ments in the entire domain to compute the strains, leading to a high computational efficiency.
In order to further improve the computational efficiency, two formulations were presented by [12],
the Rigid-body Displacement Mesh-free (RBDMF) formulation and the Generalized-Strain Mesh-
free (GSMF) formulation. In the first formulation, the local work theorem leads to a weak form that
is a regular local boundary integral equation. In the second formulation, the local work theorem
generates a weak form that is completely integration free, working as a weighted-residual weak-
form collocation.
In the present paper a numerical comparison between the Generalized-strain Mesh-Free (GSMF)
formulation and three other meshless methods: the RBDMF, the EFG and the MLPG FVM; is
performed for the solution of two-dimensional problems in linear elasticity. The results obtained
in this study shows that the GSMF performs better than the other meshless methods regarding both
computational efficiency and accuracy, as can be seen in the numerical results. It is expected that
the GSMF framework will be implemented in a variety of problems, including large deformations
and fracture mechanics, in the very near future.

MLS Approximation

Let Ω be the domain of a body with boundary Γ and let N = {x1,x2, ...,xN} ∈ Ω be a set of
scattered nodal points that represents a meshless discretization, in which some of them are located
on the boundary Γ, where Ωs, represented as ΩP , ΩQ and ΩR, is the local compact support of a



node xi, represented as xP , xQ and xR; Ωx is the domain of definition of a sampling point x and
Ωq is the local weak-form domain or quadrature domain of a node xi, as represented in Fig. 1.
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Figure 1. Representation of a global domain Ω and boundary Γ in a meshless discretization,
with xi nodes distributed within the body.

Circular or rectangular local supports, centered at each nodal point, can be used. In a neighborhood
of a sampling point x, the domain of definition of MLS approximation is the subdomain Ωx, where
the approximation is defined.

Shape Functions

Let Ωx be the domain of definition of the MLS approximation, in a neighbourhood of a sampling
point x. To approximate the displacement u(x) ∈ Ωx, over a number of scattered nodes xi ∈ Ω,
i = 1, 2, . . . , n, where the nodal parameters ûi are defined, the MLS approximation is given by

uh(x) = pT (x)a(x), (1)

for x ∈ Ωx, in which
pT (x) = [p1(x), p2(x), . . . , pm(x)] , (2)

is a vector of the complete monomial basis of order m and a(x) is the vector of unknown coef-
ficients aj(x), j = 1, 2, . . . ,m that are functions of the space coordinates x = [x1, x2]T , for 2-D
problems.
The coefficient vector a(x) is determined by minimizing the weighted discrete L2 norm

J(x) =
1

2

n∑
i=1

wi(x)
[
uh(xi)− ûi

]2
=

1

2

n∑
i=1

wi(x)
[
pT (xi)a(x)− ûi

]2
, (3)

with respect to each term of a(x), in which wi(x) is the weight function associated with the node
xi, with compact support that is wi(x) > 0, for all x in the support of wi(x). Figure 1 repre-
sents schematically the compact support of the MLS weight functions associated with a few nodes.



Finding the extremum of J(x) with respect to each term of a(x), leads to

A(x)a(x) = B(x)û, (4)

in which

A(x) =
n∑

i=1

wi(x)p(xi)p
T (xi), (5)

B(x) = [w1(x)p(x1), w2(x)p(x2), . . . , wn(x)p(xn)] (6)

and
û = [û1, û2, . . . , ûn] . (7)

Solving Eq. (4) for a(x) yields
a(x) = A−1(x)B(x)û, (8)

provided n ≥ m, for each sampling point x, as a necessary condition for a well-defined MLS
approximation. In the end, substituting for a(x) into Eq. (1) results in the MLS approximation

uh(x) =
n∑

i=1

φi(x)ûi, (9)

in which

φi(x) =
m∑
j=1

pj(x)
[
A−1(x)B(x)

]
ji

(10)

is the shape function of the MLS approximation corresponding to the node xi, schematically rep-
resented in Fig. 2. The MLS shape functions are not nodal interpolants that is φi(xj) 6= δij . The

0

0.5

0.5

w
(x
)

0.25 1

1

0.75

x2

0

x1

0.5
-0.25

0.25
-0.5 0

0

0.5

0.5

φ
(x
)

0.25 1

1

0.75

x2

0

x1

0.5
-0.25

0.25
-0.5 0

Figure 2. Respectively the typical weight function and shape function of the MLS
approximation.

local character of the MLS approximation is preserved, since φi(x) vanishes for x not in the local
domain of the node xi. The nodal shape function is complete up to the order of the basis. Also,



the smoothness of the nodal shape function is determined by the smoothness of the basis and of the
weight function. The spatial derivatives of the shape function φi(x) are given by

φi,k =
m∑
j=1

[
pj,k(A−1B)ji + pj(A

−1B,k −A−1A,k A
−1B)ji

]
, (11)

in which (),k = ∂()/∂xk.

Weight Functions

Weight functions wi(x), schematically represented in Fig. 2, firstly introduced in Eq. (3) for each
node xi, have a compact support which defines the subdomain where wi(x) > 0, for all sampling
point x. For the sake of simplicity, this paper considers rectangular compact supports with weight
functions defined as

wi(x) = wix(x)wiy(x) (12)

with the weight function given by the quartic spline function

wix(x) =

1− 6

(
dix
rix

)2

+ 8

(
dix
rix

)3

− 3

(
dix
rix

)4

for 0 ≤ dix ≤ rix

0 for dix > rix

(13)

and

wiy(x) =

1− 6

(
diy
riy

)2

+ 8

(
diy
riy

)3

− 3

(
diy
riy

)4

for 0 ≤ diy ≤ riy

0 for diy > riy ,

(14)

in which dix = ‖x − xi‖ and diy = ‖y − yi‖. The parameters rix and riy represent the size of the
support for the node i, respectively in the x and y directions.

Elastic Field

The elastic field is now approximated at a sampling point x. Considering Eq. (9), displacement and
strain components are respectively approximated as

u =

[
uh(x)
vh(x)

]
=

[
φ1(x) 0 . . . φn(x) 0

0 φ1(x) . . . 0 φn(x)

]

û1

v̂1
...
ûn
v̂n

 = Φ û (15)

and
ε = Lu = LΦ û = Bû, (16)



in which geometrical linearity is assumed in the differential operator L and thus,

B =

φ1,1 0 . . . φn,1 0
0 φ1,2 . . . 0 φn,2

φ1,2 φ1,1 . . . φn,2 φn,1

 . (17)

Stress and traction components are respectively approximated as

σ = D ε = DBû (18)

and
t = nσ = nDB û, (19)

in which D is the matrix of the elastic constants and n is the matrix of the components of the unit
outward normal, defined as

n =

[
n1 0 n2

0 n2 n1

]
. (20)

Equations (15) to (19) show that, at a sampling point x ∈ Ωx, the variables of the elastic field are
defined in terms of the nodal unknowns û.

Local Form of the Work Theorem

This section present the development of the local form of the work theorem, first introduced in [12].
Let Ω be the domain of a body and Γ its boundary, subdivided in Γu and Γt that is Γ = Γu ∪ Γt;
nodal points P , Q and R have corresponding local domains ΩP , ΩQ and ΩR, as represented in
Fig. 3. The mixed fundamental boundary value problem of linear elastostatics aims to determine
the distribution of stresses σ, strains ε and displacements u throughout the body, when it has con-
strained displacements u defined on Γu and is loaded by an external system of distributed surface
and body forces with densities denoted by t on Γt and b in Ω, respectively.
A totally admissible elastic field is the solution of the posed problem that simultaneously satisfies
the kinematic admissibility and the static admissibility. If this solution exists, it can be shown that
it is unique, provided linearity and stability of the material are admitted [13, 14].
The general work theorem establishes an energy relationship between any statically-admissible
stress field and any kinematically-admissible strain field that can be defined in the body. Derived
as a weighted residual statement, the work theorem serves as a unifying basis for the formulation
of numerical models in Continuum Mechanics [15].
In the domain of the body, consider a statically-admissible stress field that is

LTσ + b = 0, (21)

in the domain Ω, with boundary conditions

t = nσ = t, (22)

on the static boundary Γt, in which the vector σ represents the stress components; L is a matrix
differential operator; the vector t represent the traction components; t represent prescribed values
of tractions and n represents the outward unit normal components to the boundary.



Figure 3. Meshless discretization of the global domain Ω and the local domains ΩP , ΩQ and
ΩR, with boundary Γ = Γu ∪ Γt represented.

In the global domain Ω, consider an arbitrary local subdomain ΩQ, centered at the point Q, with
boundary ΓQ = ΓQi ∪ ΓQt ∪ ΓQu, in which ΓQi is the interior local boundary, while ΓQt and ΓQu

are local boundaries that respectively share a global boundary, as represented in Fig. 3. Due to its
arbitrariness, this local domain can be overlapping with other similar subdomains. For the local
domain ΩQ, the strong form of the weighted-residual equation is written as∫

ΩQ

(
LTσ + b

)T
WΩ dΩ +

∫
ΓQt

(
t− t

)T
WΓ dΓ = 0, (23)

in which WΩ and WΓ are arbitrary weighting functions defined, respectively in Ω and on Γ. When
the domain term of Eq. (23) is integrated by parts, the following local weak form of the weighted
residual equation is obtained∫

ΓQ

(nσ)T WΩ dΓ−
∫

ΩQ

(
σT LWΩ − bTWΩ

)
dΩ +

∫
ΓQt

(
t− t

)T
WΓ dΓ = 0 (24)

which now requires continuity of WΩ, as an admissibility condition for integrability. For the sake
of convenience, the arbitrary weighting function WΓ is chosen as

WΓ = −WΩ, (25)

on the boundary ΓQt. Thus, Eq. (24) leads to∫
ΓQ−ΓQt

tTWΩ dΓ +

∫
ΓQt

t
T
WΩ dΓ−

∫
ΩQ

(
σT LWΩ − bTWΩ

)
dΩ = 0. (26)



Consider further an arbitrary kinematically-admissible strain field ε∗, with continuous displace-
ments u∗ and small derivatives, in order to assume geometrical linearity, defined in the global
domain that is

ε∗ = Lu∗, (27)

in the domain Ω, with boundary conditions

u∗ = u, (28)

on the kinematic boundary Γu.
When the continuous arbitrary weighting function WΩ, is defined as

WΩ = u∗, (29)

the weak form (26), of the weighted residual equation, becomes∫
ΓQ−ΓQt−ΓQu

tTu∗ dΓ +

∫
ΓQu

tTu∗ dΓ +

∫
ΓQt

t
T
u∗ dΓ−

∫
ΩQ

(
σT Lu∗ − bTu∗

)
dΩ = 0 (30)

which can be written in a compact form as∫
ΓQ

tTu∗ dΓ +

∫
ΩQ

bTu∗ dΩ =

∫
ΩQ

σTε∗ dΩ. (31)

This equation is the starting point of the kinematically admissible formulations of the local mesh-
free methods presented in this paper. Equation (31) which expresses the static-kinematic duality, is
the local form of the well-known work theorem, the fundamental identity of solid mechanics [16].
It is important to notice that the stress field σ, is any one that satisfies equilibrium with the applied
external forces b and t, which is not necessarily the stress field that actually settles in the body.
Also, the strain field ε∗, is any one that is compatible with the constraints u∗ = u, which is
not necessarily the strain field that actually settles in the body. This two fields are not connected
by any constitutive relationship; indeed, as a consequence of the arbitrariness of the weighting
function WΩ they are completely independent. For that reason Eq. (31) can be used under the only
assumption of geometrical linearity.
It is the independence of the two admissible fields of the Eq. (31) that allows the generation of
different meshfree methods, when the strain field is locally defined through different options, as
carried out in this paper.
A final important remark, worth of mentioning, is that the local domain ΩQ, is any arbitrary subdo-
main of the global domain Ω, of the body.

Modeling Strategy

Different formulations of local meshfree methods can be derived when the arbitrary kinematically-
admissible field ε∗, is locally defined in the work theorem, Eq. (31). In the following section, simple
kinematically-admissible local fields will be used to derive the meshless formulation presented in
this paper, the Generalized-Strain Mesh-Free (GSMF) formulation.



On the other hand, the statically-admissible local field σ, will be always assumed as the elastic field
that actually settles in the body. Not only satisfying static admissibility, through Eq. (21) and (22),
but also satisfying kinematic admissibility in this elastic field defined as

ε = Lu, (32)

in the domain Ω, with boundary conditions

u = u, (33)

on the kinematic boundary Γu; in which the displacements u, are assumed continuous with small
derivatives, in order to allow for geometrical linearity of the strain field ε. Therefore, Eq. (33) must
be enforced in the numerical model, in order to provide a unique solution of the posed problem.
For a meshless discretization of the body, the local weak-form domain or quadrature domain ΩQ,
centered at a node Q, can be defined in this paper as a rectangular or circular subdomain, as repre-
sented in Fig. 3.

Generalized-Strain Formulation

This section briefly discuss the development of the Generalized-Strain Mesh-free (GSMF) formu-
lation. For the complete and detailed development see [12].
In the local form of the work theorem, Eq. (31), the kinematically-admissible displacement field
u∗, was assumed as a continuous function leading to a regular integrable function that is the
kinematically-admissible strain field ε∗. However, this continuity assumption on u∗, enforced in
the local form of the work theorem, is not absolutely required but can be relaxed by convenience,
provided ε∗ can be useful as a generalized function, in the sense of the theory of distributions [17].
Hence, this formulation considers that the kinematically-admissible displacement field is a piece-
wise continuous function, defined in terms of the Heaviside step function and therefore the cor-
responding kinematically-admissible strain field is a generalized function, defined in terms of the
Dirac delta function.
For the sake of the simplicity, in dealing with Heaviside and Dirac delta functions in a two-
dimensional coordinate space, consider a scalar function d, defined as

d = ‖ x− xQ‖ that is

{
d = 0 if x ≡ xQ

d > 0 if x 6= xQ,
(34)

which represents the absolute-value function of the distance between a field point x and a particular
reference point xQ, in the local domain ΩQ ∪ ΓQ assigned to the field node Q. Therefore, this
definition always assumes d = d(x,xQ) ≥ 0, as a positive or null value, in this case whenever x
and xQ are coincident points. It is important to remark that, in Eq. (34), neither the field point x
nor the reference point xQ is necessarily a nodal point of the local domain.

For a scalar coordinate d ⊃ d(x,xQ), the Heaviside step function can be defined as

H(d) =

{
1 if d ≤ 0 (d = 0 for x ≡ xQ),

0 if d > 0 that is x 6= xQ,
(35)



in which the discontinuity is assumed at xQ and consequently, the Dirac delta function is defined
with the following properties

δ(d) = H ′(d) =

{
∞ if d = 0 that is x ≡ xQ,

0 if d 6= 0 (d > 0 for x 6= xQ)
and

+∞∫
−∞

δ(d) dd = 1, (36)

in which H ′(d) represents the distributional derivative of H(d). Note that the derivative of H(d),
with respect to the coordinate xi, can be defined as

H(d),i = H ′(d) d,i = δ(d) d,i = δ(d) ni. (37)

Since the result of this equation is not affected by any particular value of the constant ni, this
constant will be conveniently redefined later on.
Now Consider that dl, dj and dk represent the distance function d, defined in Eq. (34), for cor-
responding collocation points xl, xj and xk. Then, when Eq. (34) to (36) are considered, the
displacement field u∗(x), can be conveniently defined as

u∗(x) =

[
Li

ni

ni∑
l=1

H(dl) +
Lt

nt

nt∑
j=1

H(dj) +
S

nΩ

nΩ∑
k=1

H(dk)

]
e, (38)

in which e = [1 1]T represents the metric of the orthogonal directions and ni, nt and nΩ represent
the number of collocation points, respectively on the local interior boundary ΓQi = ΓQ−ΓQt−ΓQu

with length Li, on the local static boundary ΓQt with length Lt and in the local domain ΩQ with
area S. This assumed displacement field u∗(x), a discrete rigid-body unit displacement defined at
collocation points, is schematically represented in Fig. 4.

Boudary Collocation
Interior Collocation

Figure 4. Schematic representation of the displacement u∗(x) of Eq. (38), a discrete
rigid-body unit displacement defined at collocation points, of the Generalized-Strain

Mesh-free formulation, for a local domain associated with a field node Q.



Therefore, when Eq. (37) are taken into account, the strain field ε∗(x), is given by

ε∗(x) = Lu∗(x) =

[
Li

ni

ni∑
l=1

LH(dl) +
Lt

nt

nt∑
j=1

LH(dj) +
S

nΩ

nΩ∑
k=1

LH(dk)

]
e =

=

[
Li

ni

ni∑
l=1

δ(dl)n
T +

Lt

nt

nt∑
j=1

δ(dj)n
T +

S

nΩ

nΩ∑
k=1

δ(dk)nT

]
e,

(39)

in which n is given by Eq. (20), with arbitrary components ni that will be defined later on.
Having defined the displacement and the strain components of the kinematically-admissible field,
respectively with Eq. (38) and (39), the local work theorem, Eq. (31), can be written as∫

ΓQ−ΓQt

tTu∗ dΓ +

∫
ΓQt

t
T
u∗ dΓ +

∫
ΩQ

bTu∗ dΩ =

∫
ΩQ

σTε∗ dΩ (40)

that is

Li

ni

ni∑
l=1

∫
ΓQ−ΓQt

tTH(dl)e dΓ +
Lt

nt

nt∑
j=1

∫
ΓQt

t
T
H(dj)e dΓ +

S

nΩ

nΩ∑
k=1

∫
ΩQ

bTH(dk)e dΩ =

=
S

nΩ

nΩ∑
k=1

∫
ΩQ

σT δ(dk)nTe dΩ.

(41)

Taking into account the properties of the Heaviside step function, defined in Eq. (35), Eq. (41)
simply leads to

eT

[
Li

ni

ni∑
l=1

txl
+
Lt

nt

nt∑
j=1

txj
+

S

nΩ

nΩ∑
k=1

bxk
− S

nΩ

nΩ∑
k=1

n

∫
ΩQ

δ(dk)σ dΩ

]
= 0 (42)

which, after considering the selective properties of Dirac delta function, leads to

Li

ni

ni∑
l=1

txl
− S

nΩ

n

nΩ∑
k=1

σxk
= − Lt

nt

nt∑
j=1

txj
− S

nΩ

nΩ∑
k=1

bxk
. (43)

Finally, when the variable n, given by Eq. (20), is arbitrarily defined with identically null compo-
nents ni = 0, as allowed by Eq. (37), the Eq. (43) leads to

Li

ni

ni∑
l=1

txl
= − Lt

nt

nt∑
j=1

txj
− S

nΩ

nΩ∑
k=1

bxk
. (44)

Equation (44) states the equilibrium of tractions and body forces, pointwisely defined at collocation
points, as schematically represented in Fig. 5. It can be seen that this is the pointwise version of
the Euler - Cauchy stress principle. This is the equation used in the Generalized-Strain Mesh-free



Figure 5. Schematic representation of the equilibrium of tractions and body forces of
Eq. (44), pointwisely defined at collocation points of a local domain associated with a field

node Q, of the Generalized-Strain Mesh-free formulation.

(GSMF) formulation which, therefore, is free of integration. Since the work theorem is a weighted-
residual weak form, it can be easily seen that this integration-free formulation is nothing else other
than a weighted-residual weak-form collocation.
Equations (44), of the Generalized-Strain Mesh-free formulation, can be derived from another
kinematically-admissible displacement field, defined as a linear combination of Kronecker delta
function evaluations at an arbitrary number of collocation points, conveniently arranged in the lo-
cal domain ΩQ ∪ ΓQ of the field node Q, as see in [12].
Discretization of Eq. (44) is carried out with the MLS approximation, Eq. (15) to (19), for the local
domain ΩQ, in terms of the nodal unknowns û, thus leading to the system of two linear algebraic
equations

Li

ni

ni∑
l=1

nxl
DBxl

û = − Lt

nt

nt∑
j=1

txj
− S

nΩ

nΩ∑
k=1

bxk
(45)

that can be written as
KQ û = FQ, (46)

in which KQ, the nodal stiffness matrix associated with the local domain ΩQ, is a 2 × 2n matrix
given by

KQ =
Li

ni

ni∑
l=1

nxl
DBxl

(47)

and FQ is the respective force vector given by

FQ = − Lt

nt

nt∑
j=1

txj
− S

nΩ

nΩ∑
k=1

bxk
(48)

Consider that the problem has a total of N field nodes Q, each one associated with the respective
local region ΩQ. Assembling Eq. (46), for all M interior and static–boundary field nodes leads to
the global system of 2M × 2N equations

Kû = F. (49)



Finally, the remaining equations are obtained from the N −M boundary field nodes on the kine-
matic boundary. For a field node on the kinematic boundary, a direct interpolation method is used
to impose the kinematic boundary condition as

uhk(xj) =
n∑

i=1

φi(xj)ûik = uk, (50)

or, in matrix form as
uk = Φk û = uk, (51)

with k = 1, 2, where uk is the specified nodal displacement component. Equations (50) are directly
assembled into the global system of equations (49).

Numerical Results

This section presents some numerical results comparing the Generalized-Strain Mesh-free (GSMF)
formulation with the Rigid-Body Displacement Mesh-free (RBDMF) formulation, the Element-
free Galerkin (EFG) and the Meshless Local Petrov–Galerkin Finite Volume Method (MLPG
FVM). Also, the best values for αs and αq are investigated in order to obtain the best results possible
with GSMF.
For a generic node i, the size of the local support Ωs and the local domain of integration Ωq are
respectively given by

rΩs = αs ci, (52)
and

rΩq = αq ci, (53)

in which ci represents the distance of the node i, to the nearest neighboring node; for the applica-
tions presented in this paper, αs = 3.0 ∼ 4.5 and αq = 0.5 ∼ 0.6 were used. Only local meshless
methods like the RBDMF, the GSMF and the MLPG FVM use local domains of integration; the
EFG use background cells for integration purpose.
Displacement and energy norms can be used for error estimation. These norms can be computed,
respectively as

‖u‖ =

∫
Ω

uTu dΩ

1/2

(54)

and

‖ε‖ =

1

2

∫
Ω

εTD ε dΩ

1/2

. (55)

The relative error for ‖u‖ and ‖ε‖ is given, respectively by

ru =
‖unum − uexact‖
‖uexact‖

(56)

and

rε =
‖εnum − εexact‖
‖εexact‖

. (57)



Figure 6. Timoshenko cantilever beam problem.

Now consider a beam of dimensions L × D and of unit depth, subjected to a parabolic traction
at the free end as shown in Fig. 6. The beam is assumed in a plane stress state and the parabolic
traction is given by

t2(x2) = − P
2I

(
D2

4
− x2

2

)
, (58)

where I = D3/12 is the moment of inertia. The exact displacement components for this problem
are given by

u1(x1, x2) = −Px2

6EI

[
(6L− 3x1)x1 + (2 + ν)

(
x2

2 −
D2

4

)]
(59)

and

u2(x1, x2) =
P

6EI

[
3νx2

2(L− x1) + (4 + 5ν)
D2x1

4
+ (3L− x1)x2

1

]
(60)

and the exact stress components are given by

σ11(x1, x2) = −P (L− x1)x2

I
, σ22(x1, x2) = 0. (61)

and

σ12(x1, x2) = − P
2I

(
D2

4
− x2

2

)
(62)

Material properties are taken as Young′s modulus E = 3.0 × 107 and the Poisson′s ratio ν = 0.3
and the beam dimensions are D = 12 and L = 48. The shear force is P = 1000.

Effects of the local support domain size on GSMF

The local support domain size is a very important meshless parameter, related to both accuracy and
computational efficiency. Usually, the parameter αs is greater than 1.0, to make sure that there are
enough points to support the nodes on the global boundary. For a small size, the algorithm of MLS
approximation may be singular and the shape function cannot be constructed, because there is not
enough nodes for interpolating.



Three regular nodal distributions were considered with a discretization of 13 × 4 = 52 nodes,
33× 5 = 165 nodes and 65× 9 = 585 nodes. In the present study, 7 ratios are used for first-order
polynomial basis in MLS approximation.
Figure 7 displays the variation of the energy error as a function of the size of the local support
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Figure 7. Influence of the local support domain size (αs) for different nodal distributions.

domain, for fixed value of αq, in this case, αq = 0.5. For the regular nodal distribution of 52
nodes, the best results are obtained when 3 ≤ αs ≤ 4 and the most accurate result is obtained with
αs = 3, leading to rε = 2.02 × 10−3. Now, for the nodal distribution of 165 and 585 nodes, the
most accurate results are obtained with αs = 4.5, leading respectively to rε = 7.51 × 10−4 and
rε = 3.77× 10−4.
In general, for greater nodal distributions and first-order polynomial basis, 2.5 ≤ αs ≤ 5 can be
selected and the method is yet convergent.

Effects of the local quadrature/collocation domain size on GSMF

The weak-form domain or local quadrature/collocation domain is one of the key concepts for local
meshless methods in general that is also related to both accuracy and computational efficiency. The
parameter αq is chosen to be less than 1.0 in the present study to ensure that the local sub-domains
of the internal nodes are entirely within the solution domain, without being intersected by the global
boundary.
The same three regular nodal distributions were considered (52, 165 and 585 nodes). In the present
study, 5 ratios are used for first-order polynomial basis in MLS approximation.
Figure 8 displays the variation of the energy error as a function of the size of the local quadra-
ture/collocation domain, for fixed value of αs. For all nodal distributions the best results are ob-
tained when 0.5 ≤ αs ≤ 0.7 and the most accurate result is obtained with αq = 0.5, leading to
rε = 3.77× 10−4.
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Displacement comparison

A initial regular nodal distribution was considered to solve the problem, with a discretization of
33× 5 = 165 nodes, represented in Fig. 9.

0 6 12 18 24 30 36 42 48

6

−6

3

0

−3

x1

x
2

Figure 9. The regular nodal distribution of 33× 5 = 165 nodes.

Rectangular local domains were considered for the local kinematic formulations, with 1 collocation
point to compute the weak form of GSMF and 10 Gauss-quadrature points to integrate the weak-
form of RBDMF, placed on each boundary of the local domain. The EFG considered 10 Gauss-
quadrature points on each background cell and the MLPG FVM considered 10 Gauss-quadrature
points distributed on the local domain. A first-order polynomial basis was considered in MLS
approximation.
The displacements obtained with the four methods at x1/L, represented in Fig. 10, show very good
agreement with the results of the exact solution. The best results are obtained with GSMF, RBDMF
and EFG, while the MLPG FVM got the least accurate results among them.
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Figure 10. Normalized displacements of the cantilever-beam discretization with 165 nodes.

Computational efficiency comparison

The weak-form collocation of GSMF represents a clear reduction of the computational effort when
compared to other meshless methods. The GSMF require only 1 collocation point, placed on each
boundary of the local domain, to obtain the most accurate results, see [12]; while the other methods
require at least 10 Gauss-quadrature points in order to obtain a good accuracy. This important
feature is measure through CPU time consumption and convergence rates.
In order to further the study of the computational efficiency of the presented method, three addi-
tional regular nodal distributions with 65×9 = 585, 97×13 = 1261 and 129×17 = 2193 nodes of
the cantilever-beam were considered. Only the major computational cost that is the cost of gener-
ating the global stiffness matrix and solving the system of algebraic equations, was measured. All
the routines were compared when using MATLAB 2015a on an Intel Core I7-4700MQ computer
with CPU of 2.4GHz and 16 GB of RAM.
The results obtained are presented in Fig. 11, where it can be seen that CPU time of GSMF is al-
ways much lower than CPU time of the other methods, when the same parameters are considered.
The CPU time consumption of the GSMF is 3.62 times faster than the second best value that is the
one obtained with the MLPG FVM. This important result clearly evidences the high computational
efficiency of GSMF.

Accuracy and convergence comparison

Another test was performed to assess the accuracy and the convergence rate of the analyzed meth-
ods, using the relative energy norm. Since the MLPG FVM obtained the least accurate result
among all methods, it was not compared in this test. The same three regular discretizations of the
cantilever-beam were considered. Figure 12 presents the results obtained for the accuracy and con-
vergence rates. As expected, the best results are obtained with the nodal distribution of 441 nodes,
with a relative error of rε = 6.38 × 10−5 for the GSMF, rε = 2.94 × 10−4 for the RBDMF and
rε = 2.80× 10−3 for the EFG. A stable convergence rate is obtained with all tested methods.
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Figure 12. Accuracy and convergence rates for the cantilever-beam discretization with 165,
585, 1261 and 2193 nodes; ci is the distance of a generic node i, to the nearest neighboring

node, as defined in Eq. (52) and (53).



The results show that the GSMF is more accurate than the RBDMF and the EFG, with better con-
vergence rates when compared to both of them.

Conclusions

A numerical comparison of the overall performance and efficiency of the Generalized-strain mesh-
free formulation and three other meshless methods is performed, for for solving two-dimensional
linear elastic problems.
While the Rigid-body Displacement Mesh-free (RBDMF) formulation, the Element-free Galerkin
(EFG) and the Meshless Local Petrov-Galerkin Finite Volume Method (MLPG FVM) rely on inte-
gration and quadrature process to obtain the stiffness matrix of the posed problem; the Generalized-
Strain Mesh-free (GSMF) formulation is completely integration free, working as a weighted-residual
weak-form collocation.
A numerical example was analyzed with these methods, in order to compare the accuracy and
the computational effort under the same parameters. The results obtained with all methods are
in agreement with those of the available analytical solution. The MLPG FVM led to very fast
computations, which are compromised by the low accuracy obtained. The EFG and the RBDMF
obtained very accurate results with good convergence rates, although are computationally more
expensive than the other methods. Among all methods, the GSMF obtained the most accurate
results with the fastest computation.
All the numerical results obtained clearly demonstrate that this weighted-residual weak-form col-
location readily overcomes the well-known difficulties posed by the weighted-residual strong-form
collocation, regarding accuracy and stability of the solution. The results obtained using only 1
collocation point led to accurate results with incredible fast computations, surpassing all the other
analyzed methods. This features make the GSMF superior when compared to the other meshless
methods presented in this paper, making it an efficient local meshfree method for solving two-
dimensional problems in linear elasticity.
Finally, it is expected that the GSMF framework will be implemented in a variety of problems in
the very near future, specially for solving large deformations and fracture mechanics, where it is
known that there are challenges in developing computationally efficient algorithms, with high ac-
curacy that can overcome the issue of the computational cost.
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