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Abstract 

Detailed modeling of entropic trapping and separation of long DNA molecules in nanofilter 
array devices is required in order to determine the impact of subtle changes in device structure 
on the overall separation performance. In this paper, we further developed the previously 
reported dissipative particle dynamics (DPD) simulation, a modified wormlike chain model is 
employed to supply a moderate restoring force on particles when they deviate extremely away 
from their equilibrium positions. Based on this model, we applied our DPD algorithm to two 
nano-fluidic filters of different geometries. Apart from the general opinion that a longer DNA 
chain has higher chance to enter the shallow channel, our studies suggested an additional 
mechanism for the observed length-dependency of DNA mobility. If the coiled length of a 
short DNA chain is much smaller than half depth of the trap, it is easily hindered in one 
corner of the trap where the electric field is rather low, which traps the DNA for a longer time. 
Our studies also showed that the nominal mobility of DNA chains depends on the geometry 
of the filter. In the two geometries studied, the nano-channel in the center of the trap more 
efficiently separates long DNA chains. In different geometries, DNA chains experience 
different folding ratio when it is hindered in the trap, which might lead to different separation 
rate. Our studies suggested that the recently realized vertical nano-channel membrane systems 
should exhibit higher DNA selectivity, compared with the previous, planar nanochannel 
systems. 

Keywords: Dissipative particle dynamics (DPD) method, electroosmotic flows, DNA 
electrophoresis, nano-fluidic filter, wormlike chain model, DNA separation. 

Introduction 

Separation of proteins and nucleic acids has found increasing applications in studying and 
sequencing these biological samples [1][2]. Gel electrophoresis has been widely used for 
separation of DNA by length, but its efficiency deteriorates significantly for longer DNA 
molecules (>40kpb). Moreover, the study of the sieving mechanism of gel electrophoresis is 
limited because little information on the structure and pore size of gels are available [3][4]. A 
variety of micro fabricated micro/nano fliudic systems have been developed to separate DNA 
molecules [5]-[9]. One important advantage of the microfabricated systems is that their pore 
sizes can be precisely controlled. Among these micro/nano fluidic systems, Han and 
coworkers[3][4][8][9] fabricated nanofilter array chips by conventional photolithography and 
reactive ion etching techniques on a silicon wafer, the nanofilter array chip consists of 
alternating thin and thick regions in a micro-fabricated channel (T-channel in short). The 
entropic trapping in the thick region limits the overall mobility of DNA molecules in the 
channel and the mobility of DNA becomes length-dependent, with longer DNA molecules 



have higher mobility in this channel. More recently, Mao and Han[10] developed a novel 
nanofilter membrane structure with higher throughput than previous planar nanochannels [11]. 
 
These different nanochannel geometries of nanofilter / nanomembrane systems would often 
yield substantially different sieving phenomena, even with the same characteristic nanofilter 
size. This is because biomolecule sieving in these artificial nanofilter systems is a complicated, 
multi-scale problem with many different factors involved, such as biopolyelectrolyte 
conformation and stochastic motion of biomolecules. To explain the experimental findings 
and facilitate the development of more efficient nanofilters, Monte Carlo simulation [12][13], 
Brownian dynamics simulations [14][15] and continuum transport model [16], have been used 
to study the separation process in the nanofilters. In these studies, the solvent flow has not 
been explicitly modeled and thus the electroosmotic flow (EOF) and hydrodynamic 
interaction have been neglected. Tessier and Slater [17] have used molecular dynamics (MD) 
simulation to model the EOF in a narrow filter. In those simulations, the charged particles 
have been explicitly simulated. This method may provide an accurate result for small systems 
but becomes less effective for modeling realistic nanofilters because of its high computational 
cost. Dissipative particle dynamics (DPD) is a mesoscopic simulation method, it has been 
used in studying various complex systems such as polymer suspensions [18][19], colloids 
[20][21], multi-phase fluids [22][23], DNA suspension [24]-[26] and recently DNA 
separation in micro/nano-filter [27][28]. The time and length scale of DPD cover those of 
realistic micro/nano-fluidic devices, and fluctuating hydrodynamics is considered which is 
important for DNA separation.  
 
In this paper, we are applying the DPD method to evaluate the difference in nanofilter sieving 
characteristics due to the subtle differences in nanochannel geometry. Our study is motivated 
by the development of novel, high-throughput nanofilter membrane structure [10]. While the 
new vertical nanochannels are ideal for high-throughput molecular processing, careful 
modeling and characterization of this new structure, compared with planar nanochannels [11] 
made by “etch-and-bond” method, has not been done. In this work, we further developed the 
DPD algorithm [27][28] that considers both electroosmotic flow and DNA electrophoresis in 
nano-fluidic devices and applied the method to determine the sieving characteristics of two 
different nanofilter designs. Distribution of electric field was calculated with commercial 
finite element package, ANSYS. A modified wormlike chain model is employed to supply a 
moderate restoring force on particles when they deviate extremely away from their 
equilibrium positions. The new algorithm balances both stability and efficiency. Our 
simulation algorithm was tested rigorously to be robust and reliable and was validated against 
several experimental findings. We used our new DPD algorithm to numerically study the 
separation of DNA molecules in micro/nano-fluidic filters. Two filters of different geometries 
were simulated to illustrate the geometry dependence nature of the separation mechanism of 
DNA chains.  

Methodology 

DPD algorithms 

DPD method has been first introduced by Hoogerbrugge and Koelman [29] for studying the 
hydrodynamic behavior of complex fluid. This method is based on the simulation of soft 
spheres, whose motion is governed by certain collision rules. A particle in DPD method is 
represented as a cluster of molecules rather than a single molecule in the molecular dynamic 
(MD) simulation. As a result, the length and time scales of a DPD system are much larger 
than that of MD.  



 
DPD method simulates the motions of ensemble of particles or pseudo particles and each 
particle is defined by its position, velocity, and mass. The motion of DPD particles is 
governed by Newton’s equations of motion. Interactions between particles are assumed to be 
pairwise additive, the positions and velocities of DPD particles are calculated as, 
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Where ri and vi are the position and velocity vectors respectively of particle i. It has been 
assumed that all particles have identical mass which is normalized to unity. fe is the external 
force. fij is the inter-particle force acting on particle i by particle j, which consists of three 
parts: conservative force C

ijF , dissipative force D
ijF , and random force R

ijF , i.e.,  
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The summation of force in Eq. (1) runs over all other particles within a certain cutoff radius, 
which may vary for different forces. The conservative force is given by 
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where aij is the maximum repulsion between particles i and j; jiij rrr −= , ijijij rrr /ˆ =   is the 
unit vector directed from j to i. rc is a cut-off radius. In a complex system, each component is 
represented by a group of particles. The different values of aij have to be specified to 
characterize the interaction of particles in each component or between components. The 
dissipative force and random force are given by 
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where jiij vvv −= , γ and σ are two coefficients characterizing the strengths of the dissipative 
and random forces, ωD and ωR are r-dependent weight functions which vanishes for cij rr ≥ , 
and θij is white noise function with the following properties, 
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To satisfy the fluctuation-dissipation theorem , the weight function is required following 
conditions. 

2)()( ij
R

ij
D rr ωω =      and     

TkB2

2σγ =       (7) 

Where kB is the Boltzmann constant and T the temperature of the system. The weight function 
is calculated by  
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EOF theory 

EOF is generated due to the Coulombic force acting on counterions and co-ions in an electric 
double layer (EDL)[30]. The thickness of the EDL is characterized by the Debye length (λ), 
which is defined by, 
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Where kB is the boltzmann constant, T is temperature, e0 and eb are the permittivity of vacuum 
and the dielectric constant of fluid respectively, NA is the Avogadro’s number, C is the ionic 
strength. 
 
The layer of mobile charges moves under the influence of the applied electric field, pulling 
the liquid within them. The liquid movement is carried through to the rest of the liquid in the 
channel by viscous force. The calculation of the real EOF field is really a hard work [31], 
however, when the Debye length is small compared to the characteristic length-scale of a 
study system, Cummings et al. [32] unveiled that the resulting fluid velocity is proportional to 
the local electric field, and the constant of proportionality is everywhere the same if the flow 
is steady and the fluid and electric properties are uniform. The fluid velocities on all wall 
boundaries satisfy 
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Where E is the local electric field, η is the fluid viscosity and ζ is the zeta potential which has 
an approximated relation with ionic strength proposed by [33],  

)mV(0288.0 245.0−= Cζ        (11) 
Where C represents ionic strength measured in moles/liter. 

Worm-like chain model 

The mechanical properties of a single DNA molecule have been studied extensively in 
experiments. Smith et al. [34] conducted a direct mechanical measurement of the elasticity of 
single DNA molecules by using magnetic beads; Perkins et al. [35] also measured the 
extension of a tethered DNA molecule in a uniform flow. Based on experiment observations, 
quite a few models for DNA molecules have been proposed [36]-[39]. It was found that the 
mechanical properties of DNA molecules in an aqueous solution can be realistically modeled 
by wormlike chains. The spring force for a chain segment can be expressed as [36] 
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Where rij is the distance of bead i and j, l is the maximum length of one chain segment and P 
is the effective persistence length of the chain. Bustamante et al. [39] found the persistence 
length for their unlabeled DNA molecules to be 53nm. The typical persistence length in a 
wormlike model is chosen to be 50nm for modeling standard DNA chains [40].  
 
In Eq. (12), the first term increases to infinity when rij is close to l, which leads the motion of 
particles unstable if the time step is not small enough. In addition, if rij is great than l, the 
spring force in Eq. (12) decreases drastically, it costs too much a long time for the particle to 
restore around its equilibrium position. To overcome these shortcomings, Eq. (12) is modified 
as following, 
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A constant ratio between rij and l, αlim, is introduced. If rij/l is great than αlim, a moderate force 
applied on the particles to accelerate the process of restoring to their equilibrium positions. 
The force should be big enough to let polymer particles restoring quickly, but too big a force 
requires a small enough time step which makes the simulation unaffordable. After balancing 
the restoring process and the efficiency of simulation, in our simulation, αlim is set to 0.98, the 
maximum restoring force is about 20 times of the maximum conservative force.  

DNA Electrophoresis 

Electrophoresis refers to the motion of charged particles in a stationary liquid phase [30]. 
When an electric field is applied, the charged particle will move in the liquid towards either 
the cathode or the anode depending on the sign of the surface charge of the particle. DNA 
molecules are usually charged under an electric field. In DNA electrophoresis, electrostatic 
interactions and the resulting fluid shearing mainly occur within the Debye layer, which under 
the conditions here is very thin. As a result of these screening processes, the DNA 
electrophoretic mobility becomes independent of the strand contour length. Accurate 
modeling of this phenomenon requires explicit modeling of counter-ion charges, which is 
difficult and prohibitively expensive. To avoid this limitation, Duong-Hong et al. [28] 
proposed a simple treatment for the interaction between DNA and solvent particles in free 
draining situations. It assumed that when the distance between a fluid particle and a DNA 
particle becomes smaller than the Debye length, the fluid particle acquires a counter-charge, 
i.e., a positive charge equal to the value of the DNA-bead charge. The fluid particle is then 
subject to an electric force that is equal to the one exerted on DNA particles, but in the 
opposite direction. The electric force for a particle with charge q is given by 

Ef q=EP         (14) 

Simulation procedures and parameters 

We first computed the electric field in the computational domain. This can be done by directly 
solving the Laplace equation subject to von Neumann boundary condition at the walls with 
differential method. For a better accuracy, we get the distribution of electric field with 
commercial finite element package, ANSYS. With the distribution of electric field, we can 
compute the electrostatic velocity at the wall, Uwall, (in reality a Debye length away from the 
wall) by using Eq. (10) and the given zeta potential in Eq. (11). 
 
The velocity, Uwall, is locally assigned to the wall particles; the ‘‘moving wall’’ then drags the 
fluid particles by viscosity. In DPD, due to the ‘soft’ repulsive force, particles sometimes may 
penetrate the wall and exit the computational domain. To prevent this motion we apply a 
double layer wall structure [41], as well as a bounce-back boundary condition [42] for 
particles which penetrate the wall. This condition serves as a no-slip boundary condition and 
resetting the positions and velocities of particles exiting the domain to the new ones. Periodic 
boundary conditions are applied to the flow domain to reserve the mass continuity. 
 
To update the electric force on DNA particles and solvent particles in the vicinity of a DNA 
particle using Eq. (14), we input the computed distribution of electric field by discretising the 
simulation domain into small cells. Each cell has a representative vector of electric field. The 
equations of motion (Eq. 1) are sloved by using the velocity-Verlet algorithm suggested by 
Groot and Warren [26]. At every time step, the set of positions and velocities, {ri, vi} are 
updated from the positions and velocities at earlier time step using the following scheme: 
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The DPD parameters of repulsive coefficient are calculated based on the previous works of 
[25][26]. We use β=0.5 in the above Verlet-type algorithm, and the coefficient of random 
force between fluid particles σ=3, with these parameters, the time step δt can be up to 0.06. 
The density of solvent is chosen to be 0.1, and the cut off radius rc is set to 2.0. Repulsive 
coefficient between fluid particles is set as 375 to maintain a similar compressibility of water 
(about 16).  
 
Non-dimensional parameters are constructed by using the length unit [σ]=18nm, the mass unit 
[m]=2×10-14 kg and energy unit [e]=kBT=4.14×10-21 J, the time unit [t] is then calculated as 

εσ /2m  ~ 39.5µs. The time step, δt, is chosen as 0.01[t]. We choose the maximum segment 
length of DNA chain to be 2.55[σ]. 
 
Assuming that the electrical charge is uniformly distributed along each DNA segment, the 
effective charge of a DNA segment is suggested to be 0.02e[28]. As stated in the previous 
section, to capture the free draining mobility, the fluid particles should be allowed to access 
chain particles, the coefficient of repulsion between fluid and chain particles is chosen as 1 to 
maintain a low interaction. The random force between fluid and chain particles is adjusted 
from the free draining mobility in experiment, from the model validation in the next section, it 
is chosen as 0.5 in our simulation. 

Results and discussions 

Model validation 

To validate our simulation model, the free draining mobility (µ0) of various DNA chains was 
computed over an electrical field range of 20-120V/cm at 10mM TBE, the ionic concentration 
is similar to the experiment of Nkodo et al [40]. Mobility is calculated as gradient of velocity 
against electric field. The density and the viscosity of solvent are 1000kg/m3 and 8.9×10-4 
Pa.s, respectively. 5 DNA chains corresponding to 3 molecular weights of DNAs are 
suspended in water particles. The molecular weight and number of DNA chains are listed in 
table 1. DNA chains and water particles are placed in a large straight channel which is 
confined in the z direction (height of channel) and periodic boundary conditions are applied in 
both x and y directions (in-plane). The result for different DNA chains are shown in figure 1. 
µ0 appears to be independent of DNA molecular weight and in good agreement with 
experiment results.  

Table 1. Molecular weight and number of DNA chains 

Molecular weight of 
DNA (kbp) 

107.40 32.26 10.74 

Number of chains 1 2 2 
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Figure 1. Free-draining mobilities of DNA chains 

The simulation was then applied to nano-filters proposed by Han and Craighead [9]. The ionic 
concentration is 5×TBE, the effective charge per base pair was suggested as 0.012e [28] 
because the mobility decreases by approximately 10% when ionic strength doubles [43]. 
Compared with the free draining mobility in the large straight channel, the nominal mobilities 
of DNA chains in the nano-filter are rather low, this leads to an extreme long simulation time 
which is required before we can get a reliable result. To save the simulation time, we can 
reduce the coefficient of random force, σ, between the DNA particle and the fluid particle 
from 0.5 to 0.2.  
 
The simulation is first carried out without the electric forces and the electroosmotic flow. The 
temperature and pressure become stable after 300~1000[t]. Then the electroosmotic flow and 
the electric forces are applied. A longer time of simulation will be carried out thereafter, about 
104~105 [t]. 

Simulation results 

Two geometries as shown in figure 2 are selected in simulation to study the geometry 
dependence of separation capability. The first geometry is similar as a characteristic cell of 
the nano-filter in Han’s experiment [9], the thin channel is located at the upper end of the trap. 
And in the second geometry, the thin channel is located at the center of the trap. In both 
geometries, length of cell (x-axis) is 200[σ], the channel and the trap have equal length; in z-
axis, the thickness of the nano-channel is 5[σ], and the height of the trap is 50[σ]; in y-axis, 
the depth is 80[σ]. Periodic boundary conditions are applied in x- and y- directions. In both 
geometries, 5 DNA chains are suspended in water particles corresponding to 3 molecular 
weights of DNAs which is listed in table 1.  

          
(a)       (b) 



Figure 2. Geometry projections of the simulated nano-filters in x-z plane. (a) geometry A, 
(b) geometry B. (water particles are not shown) 
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Figure 3. Variation of chain center and chain length in geometry A. (a) 107.4kbp DNA at 
E=100V/cm (b) 107.4kbp DNA at E=50V/cm (c) 10.7kbp DNA at E=100V/cm (d) 

10.7kbp DNA at E=50V/cm. 
Figure 3 illustrates typical variations of the center position and chain length. Result of the 
chains of 107.4kbp and 10.7kbp with electrical field 100V/cm and 50V/cm are shown. The 
motion of DNA chains is alternatively jerky and tethered; correspondingly, the chain was 
alternatively stretched and coiled. It is clear that the chain is stretched and moves fast at the 
thin part and is coiled and slows down till to be hindered before the entrance of the thin part. 
This is similar as the video images observed in experiment [9]. At the same electrical field, 
the travel time over one period of short chain is much higher than the long chain. The travel 
time over each period is then evaluated. We simulated for electrical field from 30V/cm to 
120V/cm. the travel time in each period is showed in figure 4(a). With the average travel time, 
the nominal mobility µ, is obtained by the following equation and is illustrated in figure 4(b). 

  
E
l
τ

µ =         (19) 

Where l is the length of the simulation region, τ is the average travel time over one period. 
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(a)                                                               (b) 

Figure 4. Travel time in a period (a) and nominal mobility (b) of DNA chains in 
geometry A. 

From figure 4, we can see clearly that the nominal mobility increases with the weights of 
DNA molecules. Longer DNA chains move faster than the short ones, which is consistent 
with observations in Han’s experiment [9]. The mobilities of all DNA chains tend to converge 
to a so called “free-draining mobility” at high electric field. To illustrate more clearly the 
separation capacity of the nano-filter, mobilities of all chains are normalized against the 
longest chain as mobility ratios which are shown in figure 5. 
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Figure 5. Mobility ratio of DNA chains against the longest chain in geometry A. 

Mobility ratio reflects the mobility difference, from figure 5, we can see clearly that the 
mobility difference decreases with the electric field and tend to be vanished at high electric 
field. This is consistent with observations in experiment [3][4][8][9] where the size 
dependence of electrophoretic mobility disappeared when the field was increased. 
 
The travel time over one period and the nominal mobility of DNA in geometry B are shown 
in figure 6 and the mobility ratio is shown in figure 7. 
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(a)                                                            (b) 

Figure 6. Travel time in a period (a) and nominal mobility (b) of DNA chains in 
geometry B. 
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Figure 7. Mobility ratio of DNA chains against the longest chain in geometry B. 

The variation of the travel time over one period and the mobility of DNA chains in geometry 
B are similar with the result in geometry A. But comparing figure 5 with figure 7, we may 
conclude that the differences of the nominal mobility of DNA chains in geometry B is more 
significant than that in geometry A. At low electric field, the nominal mobilities of DNA 
chains in geometry B are less than that in geometry A, however, at high electric field, the 
nominal mobilities of DNA chains in geometry B are great than in geometry A. In another 
words, nominal mobilities of DNA chains in geometry B are more sensitive with the electric 
field.  
 
From figure 3, we know that the length of a DNA chain varies periodically. The length when 
it is stretched is far great than when it is hindered. So it is interesting to study the length of 
DNA under these two distinguished states separately. For the stretched state, we evaluate the 
peak length in each period. For the hindered state, we average the length during the DNA 
chain is confined in the trap. The length of a DNA chain is represented by the folding ratio 
which is defined by the ratio between the length of the DNA chain in x-direction and its 
contour length. Folding ratio at 1.0 refers to fully stretched of a DNA molecule.  
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Figure 8. Folding ratio of DNA chains when stretched (a) or hindered (b) in geometry A 
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Figure 9. Folding ratio of DNA chains when stretched (a) or hindered (b) in geometry B 
Figure 8 shows the folding ratio of DNA chains when stretched and when hindered separately 
in geometry A. At a stretched state, the folding ratios of two longer DNA chains almost 
remain the same or slightly lower down with the electric field, while the folding ratio of the 
shortest DNA chain increases with the electric field. At a hindered state, the average folding 
ratios of all DNA chains increase with the electric field. It indicates that at high electric field 
DNA chains are more difficult to be coiled than at low electric field. At both states, folding 
ratios of DNA chains decrease with the weight of DNAs.  
 
Figure 9 illustrates the folding ratios of DNA chains in geometry B. It is interesting to see that 
at stretched state the folding ratios of all DNA chains in geometry B are nearly the same as 
the corresponding result in geometry A. It is reasonable since the length and the thickness of 
the thin channel in both geometries are same, and thus the local electric field is nearly the 
same. At hindered state, however, the folding ratios of the DNA chains in two geometries 
show diversity behaviors depending on their weights. Folding ratios of the shortest DNA 
chain in geometry A is obviously less than that in geometry B regardless the electric field 
applied. However, folding ratios of DNA chains of the other two longer chains in two 
geometries have significant different depending on the applied electric field. At low electric 
field, the folding ratios of two longer chains in geometry A are obviously lower than that in 
geometry B. But at high electric field, the folding ratios of two longer chains in two 
geometries are nearly the same correspondingly.  



The geometry dependency of DNA chains is caused by the distribution of electric field and 
the length of DNA chains. Figure 10 illustrates the contour of magnitude of electric field in 
both geometries. We only need to analyze DNA chains in hindered state, i.e., in traps.  

 
(a)                                                                (b) 

Figure 10. Contour of the magnitude of electric field in (a) geometry A and in (b) 
geometry B. 

For the two longer chains, the lengths are always longer than half depth of the trap even at 
low electric field. At low electric field, because the electric force is relative weak, DNA 
chains are more likely to pass low field regions, i.e., near the bottom corners of the trap. As 
the depth of the trap in geometry A is about two times of that in geometry B, the segment of a 
DNA chain within low field regions in geometry A is usually larger than that in geometry B. 
And because the segment of a DNA chain in low field regions tends to be coiled, the folding 
ratios of these DNA chains in geometry A are smaller than that in geometry B. At high 
electric field, since DNA chains are rather long, there is always a big enough segment of 
DNA chain in each geometry posing high electric field region and thus is subjected a relative 
strong electric force. This strong electric force is dominant and thus offset the effect of coiling 
of the rest segment under low electric field region. As a result, folding ratio of these DNA 
chains in two geometries are almost the same.  
 
For the shortest DNA chain, even the length at high electric field is smaller than half depth of 
the trap, as a result, DNA chains can still move to low electric field regions, the strong electric 
force only applied when DNA chains pass the high electric field region. As a result, folding 
ratio of the shortest DNA chain in geometry A is lower than that in geometry B regardless the 
applied electric field.  
 
In both geometries, for a long chain, there is hardly a chance the whole coiled chain is located 
in low electric field region. But for a short chain, because the coiled size is much less there is 
always a chance moving to the corner of the trap where the electric field is rather small and 
would probably stay a longer time before it is pushed to the high field region. This is probably 
another reason of the experiment observation that longer DNA chains have a higher mobility. 
As the coiled size of the shortest chain is always less than the half depth of the traps (28% at 
30V/cm ~40% at 120V/cm), in geometry B, it has double chance to be hindered for a while in 
low electric field regions. That is why the separation effect is much significant in geometry B 
than in geometry A. 
 
To illustrate the above analysis, figure 11 plots the trajectories of the DNA mass center in 5 
consecutive passes for the simulated three chains. 5 consecutive passes are employed to show 



the repeatability as the stochastic effect was included in simulation. The shortest chain tends 
to pass the low electric field zone (bottom) and thus has a lower mobility, and in geometry B 
it can move to both the top zone and the bottom zone. In addition, at low electric field the 
short chains can go further to the low electric field zone and thus has a more significant 
sieving effect. 
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(a) Geometry A at 50V/cm  (b) Geometry B at 50V/cm 
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Figure 11. Trajectory of mass center of DNA chains. Blue solid line for 107.4kbp, 
 dark dashed line for 32.3kbp and red dash-dotted line for 10.7kbp 

General speaking, DNA chains experience different folding ratios when it is hindered in the 
trap in different geometries. From the above discussion, this might be the reason of the 
different separation effect in different geometries. This result suggests that we can design and 
optimize the nano-filter devices for separating a specific mixture of DNA chains.  

Conclusions 

We further developed a new DPD algorithm considering both DNA electrophoresis and 
electroosmotic flows in patterned nano-filters. A modified worm-like chain model enables the 
algorithm robust and efficiency. The nominal mobility of DNA chains was found to increase 
with their molecular weight which is consistent with the experiment observation. Apart from 
the general opinion that a longer DNA chain has higher chance to enter the shallow channel, 
after analyzing the folding ratio of DNA chains in stretched state and in coiled state 
respectively, our studies suggested an additional mechanism for the observed molecular 
weight-dependency of DNA mobility. If the coiled length of a short DNA chain is much 



smaller than the depth of the trap, it is easily hindered in one corner of the trap where the 
electric field is rather low, which traps the DNA for a longer time.  
 
The result also shows that the nominal mobility as well as the folding ratio of DNA chains 
depends on the geometry of nano-filter. Our studies suggested that it is possible to design the 
geometry of nano-filter devices for optimally separating a specific mixture of DNA chain 
suspension. Although the results of only two geometries of nano-filter are presented in this 
paper, our DPD algorithm and model is able to simulate nano-filters with more complex 
geometries, which will be one of our future works. In addition, the electroosmotic flow in our 
model is currently confined with small Debye length, if the thickness of the Debye layer is 
comparable to the thickness of the nanofilter, the shear flow within the Debye layer should 
also be properly considered, which is another problem need to be solved in the future. 
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