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WELCOMEMESSAGE

Dear Colleagues and Friends,

We are delighted to once again welcome you to the 12th annual International Conference on
Computational Methods (ICCM2021). Due to the prolonged COVID-19 pandemic,
ICCM2021 will be hosted through Zoom from July 4-8, 2021 by Ho Chi Minh University of
Technology (HUTECH), Vietnam. As the world is adjusting to the new normal, we, as a
scientific community, will need to be at the forefront of this and make the most out of every
opportunity presented. This year’s conference will serve as another platform to reinforce our
commitment to the continuous exchange of innovative ideas and production of high-quality
research works.

Since its establishment, the ICCM has been an international forum for academic and
industrial researchers in areas related to computational methods, numerical modelling &
simulation, and machine learning techniques. It will offer presentations on a wide range of
topics to facilitate the inter-disciplinary exchange of ideas in science, engineering and related
disciplines, and foster various types of academic collaborations. Publications, which have
been peer-reviewed and accepted, will be showcased in the form of oral presentations at the
conference. All presentations, including abstracts and papers, will be published online at our
website.

The ICCM conference series were originated in Singapore in 2004, followed by ICCM2007
in Hiroshima, Japan; ICCM2010 in Zhangjiajie, China; ICCM2012 in Gold Coast, Australia;
ICCM2014 in Cambridge, England; ICCM2015 in Auckland, New Zealand; ICCM2016 in
Berkeley, CA, USA; ICCM2017 in Guilin, China; ICCM2018 in Rome, Italy; ICCM2019 in
Singapore, and the most recent ICCM2020 in Vietnam (online).

We would like to express our most sincere appreciation to all members of the Organizing
Committee, the International Scientific Committee, and other members who have worked
tirelessly to make this conference possible. To the international reviewers, we thank you for
your endless support in reviewing submitted abstracts and papers.

As we come to conclude our remarks, we would like to convey our gratitude for your
contributions to the ICCM2021 conference. Although it is virtually held, we are beyond
ecstatic for your attendance and look forward to your continued engagement as well as
support for future ICCM conferences.

Professor Nguyen-Xuan Hung
Conference Chairman
CIRTECH Institute, HUTECH University of Technology
President of Vietnam Association of Computational Mechanics
Vietnam

Professor Gui-Rong Liu

Honorary Conference Chairman
University of Cincinnati

USA
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Comparative analysis of some results of static calculations obtained in the 

two-stage method  

*Janusz Rębielak1

1Retired professor of the Faculty of Architecture, 

Cracow University of Technology,  

ul. Warszawska 24, 31-155 Kraków, Poland. 

*Presenting author: j.rebielak@wp.pl

Abstract 

The paper presents comparative analysis of the calculation results obtained in the two-stage 

method applied for the static calculations of selected, simple forms of the statically 

indeterminate trusses. By usage of the two-stage method one can determine, in a easy and fast 

way, the approximate values of forces acting in members of such types trusses by usage of 

equally easy methods like for instance the Cremona’s or Ritter’s method, which are applied 

only for calculation of the statically determinate trusses. The two-stage method uses in each of 

its stages the theorems and features of the calculus of vectors as well as principle of the 

superposition method. In the two-stage method the values of forces acting in members of the 

statically indeterminate truss are resultants of forces calculated in each stage in the 

counterpart members of the statically determinate trusses. In the paper there are discussed 

some different ways of selection of forms of the statically determinate trusses applied in each 

stage of the two-stage method together with analysis of an impact of a selected truss form on 

the accuracy of the final values of the calculated forces. 

Keywords: Truss, static analysis, statically indeterminate system, principle of superposition, 

approximate solution, Cremona’s method 

Introduction 

Due to the structural features of statically indeterminate trusses, appropriate calculation 

methods should be used in order to precisely determine the values of the forces acting in their 

bars. These methods must always take into account the essential feature of this type of truss 

that the distribution of forces transmitted in their nodes is significantly influenced by the 

stiffness ratios of the bars connecting in these nodes. There are many methods of calculating 

statically indeterminate trusses, which are presented, inter alia, in the papers [1-8]. The 

concepts of these methods, long used in engineering practice, have been adapted in recent 

decades to the requirements of modern computer techniques and they are nowadays applied in 

many types of specialized computer software. 

The two-stage method for the approximate calculation of statically determinate trusses was 

developed in the process of the preliminary analysis of a tension-strut truss. In some areas of 

such structural systems certain overloaded component parts of such systems  are excluded 

from the process of force transfer . The number of system elements not participating in this 

process is equal to the number of the static indeterminacy degree of the basic truss. This 

observed regularity was the reason for the development of this new method, an exemplary 

scheme of which is shown in Fig. 1. The essence of this method is to perform calculations in 

two stages using calculation procedures appropriate for statically determinate systems. The 
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truss, the scheme of which is shown in Fig. 1a, is the statically indeterminate truss. The force 

values in its bars can be calculated by determining in the first stage the force values in the 

truss bars of the diagram shown in Fig. 1b, and in the second stage by calculating the forces in 

the truss bars of the diagram shown in Fig. 1c. In each of these stages, a number of bars equal 

to the static indeterminacy of the basic truss is removed, the intermediate trusses have the 

same structural span and height, and are loaded at the appropriate nodes with forces 

corresponding to half the forces loading nodes of the basic truss. The final values of the forces 

in the basic truss members are calculated as the resultant values of the forces in the relevant 

truss members calculated in each of the two stages. It is assumed that forces with a value 

equal to zero act in the bars removed in each stage. The application of this procedure follows 

from the rules of the calculus of vectors and the rule of superposition. 

  

 
 

 

Figure 1.  Schemes of basic calculation procedure applied in the two-stage method 

 

The subject of considerations and analyzes carried out in the further part of this article are 

some possible variants of the application of the two-stage method for selected truss 

configurations with static schemes convergent or similar to the truss for the solution of which 

this new method was used for the first time [9,10]. 

Initial comparative analysis of results obtained by application of the basic calculation 

procedure of the two-stage method 

 
It is assumed that number of nodes is defined by symbol “w”, while symbol “p” defines 
number of members. Condition of the inner statically determinacy of plane truss is determined 
by the equation: 
 
                                                               p = 2  w – 3                                                              (1) 

 
The truss system presented in Fig.1a consists of number of nodes w = 16, what implies that 
the statically determinate truss created by means of this number of nodes has to be built by 
means of following number of members: 
 
                                                             29 = 2 16 – 3                                                              (2) 
 
Truss of the scheme shown in Fig.1a is built by number of members p = 33 what indicates 

that the structure is the fourfold statically indeterminate system. It further implies that in each 

stage four members must be removed respectively from the top and then from the bottom 

chord. The basic form of the tested truss has a clear span between supports A and B equal to 

5.0 meters, its construction depth equals 1.0 meter and it is loaded at each node of the upper 

chord with a concentrated force directed vertically downwards of 1.0 kN. Using the procedure 

of the two-stage method described above for the schemes shown in Fig. 1, the corresponding 

calculations were carried out, which were broadly and precisely presented in the paper [11], 

and the results are shown in Fig. 2a. For needs of the comparative analysis the forces in the 

members of the same truss were also calculated under the same conditions by application of 

Autodesk Robot Structural Analysis Professional 2016, which software takes into 
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consideration all requested mathematic tools necessary for precise computation of the force 

values in members of the statically indeterminate systems. It was assumed that the 

investigated truss is built of tubular members having diameter of 30.00 mm, thickness of 

section equal to 4.00 mm, while their steel material has the Young’s modulus equal to 210 

GPa. Results received in this way are shown in Fig. 2b. 

 

 

 
 

Figure 2.  Values of forces calculated in the same members of basic structure by 

application of, a) the two-stage method, b) a suitable computer software 

 

The comparative analysis of the data presented in Fig. 2 shows that in this case the results 

obtained by using the two-stage method are very similar to the results obtained by using the 

appropriate computer software. For example, the magnitude of the tensile force acting in the 

bar between nodes 11 and 12, determined using the two-stage method, is +3.00 kN, and 

calculated using a computer software is +3.08 kN. The relative difference of the obtained 

results is at the level of 2.66% in relation to the lower value and it can be considered 

negligible. Much greater differences one can be observe between the forces with the smallest 

absolute values. For example, the value of the force acting in the cross brace placed between 

the nodes 2 and 7 calculated in the two-stage method is equal to +0.35 kN, while using a 

computer software its value is defined as +0.23 kN. In this case the relative difference is as 

high as 52%. However such a large differentiation applies only to the magnitude of forces 

with absolute values close to zero, therefore it has a negligible impact on the final size of the 

bar cross-section, which in such cases results from the regulations contained in building 

standards. 

Comparative analysis of the calculated force values for the second case 

So far, the procedures of the two-stage method have been used, in which the number of bars 

located in the edge zones of the calculated trusses was reduced [12]. In the following parts of 

this article, cases of an appropriate reduction in the number of the cross braces of the trusses 

under study are considered and the impact of such a procedure on the entire calculation 

process is analyzed. The same basic truss, see Fig. 3a, is decided to be solved in two stages, in 

ICCM2021, July 4th-8th 2021

3



which are solved the statically determinate trusses having the diagrams shown in Fig. 3b and 

Fig. 3c.  

 

 
 

Figure 3.  Schemes of the second type of calculation procedure applied in the two-stage 

method 
 

Each of the both trusses is built by number of members p=29 and by number of nodes w=16. 

Thus the condition of the inner statically determinacy of plane truss is fulfilled: 

 

                                                             29 = 2 16 – 3                                                              (3) 

 

Although both of these trusses meet the condition of internal static determinability, but the 

direct application of, for example the Cremona’s method to calculate the values of forces in 

their members, encounters certain difficulties. However, they are easily overcome thanks to 

one of the rules for determining the values of forces in the truss members without making a 

calculation. This useful rule states that if three bars join in an unloaded node, two of which are 

on one line, the third bar is a zero-force member. Taking into account this rule, the Cremona’s 

method can be easily applied to determine the values of the forces acting in the truss 

members, calculated in each of the two stages. The results of these calculations together with 

the forms of the respective Cremona’s polygons of forces are shown in Fig. 4 and in Fig. 5. 

 

 
 

Figure 4.  Results of the first stage of calculation of the investigated truss system 
 

 
 

Figure 5.  Results of the second stage of calculation of the investigated truss system 
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The final resultant values of the forces in the members of the basic truss, Fig. 3a, calculated in 

the two-step method using this procedure, are identical to the calculation results shown in Fig. 

2a. 

Third comparative analysis of the calculated force values 

The analysis of the force system calculated in these two stages of the last procedure leads to 

an obvious conclusion that the basic statically indeterminate truss with the scheme shown in 

Fig. 6a can be calculated by the two-stage method using even simpler schemes of statically 

determinate trusses calculated in its two stages, see Fig. 6b and Fig. 6c. 
 

 
 

Figure 6.  Schemes of the third type of calculation procedure applied in the two-stage 

method 

 

Trusses having such static schemes were the subject of calculations at the appropriate stages 

of the two-stage method. The force values calculated in the first stage are shown in Fig. 7 

together with the appropriate Cremona’s polygon of forces. The results obtained in the second 

stage of calculations are shown in Fig. 8 also with the relevant Cremona’s polygon of forces. 

 

 
 

Figure 7.  Results of the first stage obtained in the third type of calculation procedure 

 

 
 

Figure 8.  Results of the second stage obtained in the third type of calculation procedure 
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For easy recognition of the compared quantities in Fig. 7 and in Fig. 8 it was retained the 

numbering of nodes in the outer chords of the trusses used in the previous calculation 

procedures. In order to obtain the values of the forces acting in the basic truss, which is a 

statically indeterminate structure, it is necessary, in accordance with the principle of the two-

stage method, to add together the values of forces calculated at each stage for members 

having the same positions in the area of the basic truss. As was the case for the second 

procedure, also the results of the calculations carried out according to the rule of the third 

procedure are identical to the results of the force values calculated in the course of the basic 

procedure, see Fig. 2a. 

Conclusions 

The two-stage method makes possible the quick and easy calculation of the approximate 

values of forces acting in members of the statically indeterminate trusses, using in each of its 

two stages the procedures applied for calculating the statically determinate trusses. For a large 

part of the applied load cases and the geometric configuration of the trusses, the accuracy of 

the results obtained in this way can be considered sufficient. The application of the principles 

of symmetry and the superposition rule enables calculations to be carried out using the two-

stage method according to various operating procedures. Some of them will be the subject of 

further research carried out in order to determine their accuracy and practical suitability for 

the design and analysis of the statically indeterminate trusses. 
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Abstract 

Atherosclerosis preferably occurs near the branches and bends of large and medium sized 
arteries. The presence of a moderate to severe stenosis significantly changes the downstream 
blood flow characteristics and might lead to the formation of the second stenosis. The fluid 
dynamic interaction of multiple stenoses is complex. The objective of this work is to study 
the blood flow in right coronary arteries with multiple stenoses. Various stenotic coronary 
models with different curvature of bend and different inter-stenotic distance are created. The 
computations are carried out using these models and the numerical results are compared with 
the blood flow simulation in a right coronary artery model reconstructed using the basic 
information from a coronary artery segment with two stenoses of a patient. Our results show 
that the curvature of bend significantly affects the wall shear stress (WSS) and pressure drop 
in curved artery with two moderate stenoses. The location of the distal stenosis strongly 
influences the flow pattern downstream, while the effect of the location of the proximal 
stenosis is insignificant.  
Keywords: coronary artery, stenosis, blood flow  

 
1. Introduction 

A heart attack occurs when an area of heart muscle doesn’t receive enough blood, usually by 
a clot in a coronary artery. The most frequent cause of the loss of blood supply to heart 
muscle is atherosclerosis. Atherosclerosis is a disease in which plaque builds up inside 
arteries, hardens and narrows the arteries (stenosis). The obstruction by a moderate to severe 
stenosis significantly affects the downstream blood flow pattern, such as flow shifting, 
pressure drop and the WSS. These flow characteristic changes may lead to the formation of a 
second stenosis in downstream. The fluid dynamic interaction of multiple stenoses in 
coronary arteries is complex. 
 
Blood flows in arteries with multiple stenoses have been investigated by many researchers 
clinically and experimentally. De Bruyne et al. (2000) demonstrated that the hemodynamic 
assessment of a stenosis is significantly influenced by the presence of the second stenosis [1]. 
D’Souza et al. (2014) evaluated the diagnostic parameters, fractional flow reserve (FFR) and 
pressure drop coefficient (CDP), and observed the diagnostic uncertainties during assessment 
of serial coronary stenoses [2]. Computer simulations of blood flow in arteries with multiple 
stenoses have been conducted using two-dimensional models [3] or three dimensional models 
[4][5].  However, not much work have been reported on the systematic study of the blood 
flow in curved arteries with serial stenoses. The objective of this work is to study the blood 
flow in right coronary artery with multiple stenoses  
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2. Mathematical Models and Numerical Method 
 
The blood flow in right coronary arteries with two stenoses is simulated using the time 
dependent three dimensional incompressible Navier-Stokes equations with the non-
Newtonian viscosity of the Carreau model [6]. The blood density is assumed to be a constant 
at 1,050 kg/m3. The geometries of computational domain are shown in Fig. 1(a).  Here P-
patient model is reconstructed based on the inlet and outlet diameters of the IVUS slices, the 
locations of the proximal and distal stenoses, and the center-line curve of the angiographic 
image of the coronary segment of a patient [7]. The stenotic artery segment is 5.25 cm in 
length with a diameter of 0.3256 cm and 0.2954 cm at the inlet and the outlet, respectively. 
The inter-stenotic distance between the proximal and the distal stenoses is 2.69 cm (about 8.7 
times the average diameter). Both stenoses have 75% of reduction in cross section area. To 
examine the effect of bend curvature on the blood flow through right coronary arteries with 
multiple stenoses, computer simulations are also performed on two more coronary models 
with the curvature of bend as 0.2 and 0.35 (labeled C-0.2 and C-0.35), respectively. These C-
models have the same artery length, diameters of the inlet/outlet, and sizes of stenoses as 
those of the P-model.  
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Figure 1. (a) Geometries of three coronary artery models with multiple stenoses; (b) Pressure 

and velocity waveforms at inlet/outlet 
 
The boundary conditions are imposed as follows: A no-slip condition is applied to the lumen 
wall, treated to be inelastic and impermeable; A time dependent pressure with waveform P(t) 
(Fig. 1(b)) and a viscous-stress-free condition are applied at the inlet; A fully developed 
velocity profile with pulse waveform V(t) (Fig. 1(b)) is applied as the normal velocity at the 
outlet [4, 5]. Computations are performed using COMSOL5.3a. In computation each 
coronary artery segment is extended at the inlet and the outlet by 0.6 cm and 0.8 cm, 
respectively, to reduce the influence of the boundary conditions in the region of interest. 
Computations are repeated over four consecutive cardiac cycles to ensure a truly periodic 
flow.    

 
3. Observation and Discussion 
 
3.1 Effect of Curvature 
 
The WSS plays an important role in the development of atherosclerosis. Intimal thickening 
likely occurs when the mean WSS is below 1 N/m2, which presents an inverse hyperplasia 
with respect to the shear stress [8]. To examine how the curvature of bend affects the blood 
flow, computations are carried out on models with different curvature of bend. The curvature 
of bend for three models in Fig. 2 is in the order of C-0.2 < C-0.35 < P-patient. At each point 
on lumen wall, the time averaged WSS is calculated. In Fig. 2(a) the blue-colored areas 
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indicate where the temporal mean WSS are below 1 N/m2. Forty-four cross section slices are 
evenly picked from the inlet to the outlet of the artery and a total of 128 points are picked 
approximately evenly spaced on the lumen boundary of each slice. The temporal mean 
pressure drop is calculated at each point and then averaged on 128 picked points of each 
slice. Fig. 2(b) plots the slice averaged temporal mean pressure drop along the axial length of 
the artery for each model. Here z = 0 and z = 5.25 cm correspond to the inlet and outlet, 
respectively. The extended inlet and outlet are not included in the plots of Fig. 2(b). Fig. 2 
shows the effect of curvature on the WSS and pressure drop along the artery length. It is 
evident that as the curvature of bend increases the area with low WSS at the inner bend of the 
post-stenotic region for distal stenosis also increases significantly (Fig. 2(a)). The plots in 
Fig. 2(b) show that the pressure drop across the distal stenosis increases when the curvature 
of the coronary artery segment increases. Our observations from Fig. 2 indicate that the 
curvature is an important factor influencing the hemodynamics in coronary arteries with 
serial stenoses. 
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Figure 2. (a) Areas where the temporal mean WSS is below 1 N/m2; (b) Slice averaged 

temporal mean pressure drop along the artery. 
 
 
3.2 Effect of Stenosis Location 
 
To examine the effect of the location of a stenosis on the blood flow in coronary arteries with 
multiple stenoses, computations are carried out on more models with various locations of 
either the proximal stenosis or the distal stenosis. Models of C-0.35P1, C-0.35P2 and C-
0.35P3 are reconstructed by changing the location of the proximal stenosis of C-0.35 model. 
Thus inter-stenotic distance between the proximal and the distal stenoses changes from 2.69 
cm to 2.32 cm, 1.96 cm and 1.59 cm, respectively. Models of C-0.35D1, C-0.35D2 and C-
0.35D3 are reconstructed by changing the location of the distal stenosis of C-0.35 model. The 
inter-stenotic distance between the proximal and the distal stenoses is 1.59 cm, 1.96 cm and 
2.32 cm, respectively.  
 
The CDP is defined as the ratio of mean trans-stenotic pressure drop to proximal dynamic 
pressure. It is a non-dimensional flow resistance parameter for evaluating hemodynamic 
impact of coronary stenosis. Fig. 3 plots the slice averaged temporal mean CDP along the 
artery axial length for seven 0.35-curvature models with different location of (a) proximal or 
(b) distal stenosis. Fig. 3(a) shows that for the four models with the same location of the 
distal stenosis the varying location of the proximal stenosis has no significant effect on the 
CDP difference across the proximal stenosis. The small difference of the total CDP change at 
the outlet might be caused by the shorter inter-stenotic distance in the C-0.35P3 model. The 
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pressure drop of the flow from the proximal stenosis is not fully recovered yet before it 
moves into the distal stenosis. From Fig. 3(b) we can see that the CDP through the proximal 
stenosis is not influenced by the location of the distal stenosis, while the CDP in downstream 
significantly depends on the location of the distal stenosis. The change of CDP across the 
distal stenosis is larger when the distal stenosis locates further downstream. It is also evident 
from the plots in Fig. 3(b) that the change of CDP across the distal stenosis is larger than that 
across the proximal stenosis even though both stenoses have 75% reduction of cross-sectional 
area. 
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Figure 3. Slice averaged mean CDP along the axial length for 0.35-curvature models with (a) 

different location of proximal stenosis and (b) different location of distal stenosis 
 
 
Fig. 4 plots the velocity magnitude along the center line for seven 0.35-curvature models with 
different location of (a) proximal or (b) distal stenosis. Fig. 4(a) demonstrates that four 
models with different location of the proximal stenosis have the same flow shifting 
magnitude through the proximal stenosis and have insignificant difference on the flow 
shifting through the distal stenosis. However, plots in Fig. 4(b) show that the location of the 
distal stenosis significantly affects the flow shifting through the distal stenosis while it has no 
influence on the flow shifting through the proximal stenosis.  
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Figure 4. Plots of velocity magnitude along the center line for 0.35-curvature models with (a) 

different location of proximal stenosis and (b) different location of distal stenosis 
 

4. Conclusion 
 
Blood flows in coronary arteries with two moderate stenoses are simulated using various 
models with different curvature of bend and different location of either proximal or distal 
stenoses. Our observations show significant influences of the bend curvature and the distal 
stenosis location on the WSS, flow shifting and pressure drop of blood flow. 
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Abstract: 

In this paper, a structured grid based basis functions are used for global approximation in 

solution domain. A boundary region is selected to create relevant boundary trial and test 

functions. The B-Spline basis functions are used to approximate the boundary curves 

(surfaces in 3D) and describe the given boundary region. In this boundary region, boundary 

basis functions are constructed based on the same B-Spline basis functions for representing 

the boundary region and weight functions are created for modification of the global basis 

functions and the boundary basis functions. The modified basis functions maintain high order 

continuity and can at least reconstruct linear polynomial. Based on the modified basis 

functions, the solution is created to make the essential boundary conditions automatically 

satisfied. Meanwhile, the accuracy of the solution near the essential boundaries can be 

guaranteed. Furthermore, the solution also can be constructed to improve the accuracy of 

solution in the local region in which complex deformation exists. The present method has 

been used to solve some 2-D elasticity problems. The numerical results are compared with 

analytical and finite element analysis solutions to show that the method is stable and effective. 

Keywords: structured grids; boundary region; boundary basis functions; local refinement 

1. Introduction 

In finite element analysis, the domain of analysis is subdivided into elements and the resulting 

finite element mesh approximates the geometry and is used to construct the trial and test 

functions by piece-wise interpolation within each element. However, creating a satisfactory 

mesh that conforms to the boundaries of the domain is still one of the most burdensome tasks 

in finite element analysis. Mesh generation algorithms have been developed that work 

acceptably for most 2D problems but can be unreliable for some 3D geometries often 

resulting in poor or distorted elements in some regions that can lead to large error in the 

solution. A significant amount of user intervention is sometimes needed to correct such 

problems. An alternative to the conforming mesh approach has been to use non-conforming 

mesh, often a structured grid, for the analysis. A structured grid is much easier to generate 

than a finite element mesh and all the elements in the grid can have regular geometry 

(squares/rectangles/cubes).  

In [1] the extended finite element method (XFEM) with a structured grid and implicit 

boundary representation is used for analysis. Approximate implicit function of the solid was 
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constructed using radial basis functions by fitting a set of sample points on the boundary. In [2] 

the structured grid based finite element approximation combining an implicit boundary 

method is used for elasticity analysis. 

The shape functions constructed for the interpolation of the nodal variables in finite elements 

method only have C
0
 continuity. The accuracy of solution with finite element method is not 

satisfactory in many problems. Many basis functions which have higher order continuity (at 

least C
1
 continuity) and good approximation ability have been used in numerical methods for 

many years. Wavelet is a powerful mathematics tool in solving many problems in science and 

engineering. Wavelet scaling functions and wavelet functions are very popular basis functions 

for numerical analysis and simulation. Daubechies wavelet functions which are orthogonal 

have been widely used in various numerical methods [3-6]. The interpolation wavelet 

functions originated from Daubechies wavelets also perform well in function approximation 

[7]. Meanwhile, a variety of orthogonal and biorthogonal wavelet basis functions can be 

constructed by lifting scheme [8]. 

The meshless methods of analysis are based on a variety of basis functions which are 

constructed on discrete points. The most widely used basis (shape) functions for meshless 

methods are based on moving least squares (MLS) approximation which originated for the 

purpose of data fitting and surface construction. The MLS shape functions based meshless 

methods have been successfully used for solving many engineering problems [9]-[10]. Other 

meshless shape functions, such as the reproducing kernel particle (RKP) shape functions [11], 

the natural element interpolation shape functions [12] et al, also have good performance in 

numerical analysis and simulation. 

The B-Spline functions are also important basis functions in numerical methods. In fact, a 

considerable body of literature now exists on the application of uniform and non-uniform B 

spline techniques to the solution of partial differential equations (PDEs) and mechanics 

problems. The recent studies of B-spline method can be found in some articles [13]-[14]. The 

isogeometric analysis method is a more general approach that uses B-Spline or non-uniform 

rational B-Spline (NURBS) for analysis [15]. In this method, B-Spline basis functions (or 

NURBS) are used for representing not only solution but also exact geometry of solution 

domain.  

Whatever basis functions used for approximation, the traditional methods in FEM for 

applying essential boundary conditions cannot be used when a structured grid is used for 

analysis. The Lagrange multiplier methods [1][16], the penalty methods [17] and the modified 

variational principles [10] which are based on modified weak form can impose essential 

boundary conditions approximately. In the coupling with finite element method [18], essential 

boundary conditions can be applied to finite element nodes by standard methods. However, 

the solution around the boundary of the solution domain only has C
0
 continuity in this 

approach. 

The use of implicit equations for applying boundary conditions is another kind of method. In 

this approach, R-functions are used to construct implicit equations of the boundaries of the 

domain and solution structures are constructed to satisfy a variety of prescribed essential 

boundary conditions [2]. 

In the method presented here, a structured grid based basis functions are used for global 

approximation in problem domain. A boundary region is considered to create relevant 
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boundary trial and test functions. The B-Spline basis functions are used to approximate the 

boundaries curve (surface in 3D) and describe the given boundary region. In this boundary 

region, boundary basis functions are constructed based on the same B-Spline basis functions 

for representing the boundary region and a weight function is also created for modification of 

global basis functions and the boundary basis functions. The modified basis functions 

maintain high order continuity and can at least reconstruct linear polynomial. Based on the 

modified basis functions, the solution is created to make the essential boundary conditions 

automatically satisfied. Meanwhile, the solution is complete and the accuracy near the 

essential boundaries can be guaranteed even if complex characteristics exist. The main 

problem with structured grids is that the refinement for local regions is necessary because of 

the fixed global basis functions used for approximation. The solution also can be constructed 

for refinement in the local regions in which complex deformation exists. In this solution, the 

new B-spline basis functions are added into approximation. The local accuracy of solution is 

determined by the local meshes on which the new basis functions are constructed. The 

numerical examples of some 2-D elasticity problems are given to illustrate the stability and 

the effectiveness of the present method. 

2 Approximation with a structure grid 

A structure grid based approximation is very simple and easy to implement. Only one proper 

1-D basic basis function is needed to represent the solution. For A proper 1-D basic basis 

function ( )x , it should at least possess following properties: 

(1) Compact support 

 Supp ( ) 0,x m   (1) 

(2) Expressing polynomial up to ( 1)n n  order 

( ) 0, ,i

i

x a x i n

      (2) 

where, ia  are the coefficients. 

(3) Enough Smoothness 

( )x  at least has C
1
 continuity. 

According to relevant theories and methods, some wavelet scaling functions, cardinal 

B-Spline functions and meshless shape functions constructed on nodes of regular distribution 

meet the above conditions. 

In 1-D case, the approximation to solution u  defined on interval[ , ]a b  can be expressed as 
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( ) (1/ )i

i

u x c s x i    (3) 

where, s  is the size of 1-D grid. 

The effective basis functions (1/ )s x i    which contribute to approximation can be 

determined by following rule 

 Supp (1/ ) ,s x i a b      (4) 

where,  

 Supp (1/ ) , ( )s x i s i m i s        (5) 

In 2-D or 3-D case, the tensor product basis functions constructed by 1-D basis function can 

be used to express the solution u  defined inΩ . The 3-D approximation can be written as 

1 2 3

1 2 3

, , 1 1 2 2 3 3( , , ) (1/ ) (1/ ) (1/ )i i i

i i i

u x y z c s x i s y i s z i            (6) 

where, 1 2 3, ,s s s  are the size of 3-D grid in direction of , ,x y z , respectively. 

Similar to 1-D case, the effective 3-D tensor product basis functions which should be used for 

approximation can be determined by following rule 

1 1 2 2 3 3Supp (1/ ) (1/ ) (1/ )s x i s y i s z i             (7) 

where, the support of 3-D tensor product basis functions can be easily determined by 

formula(5). For simplicity, the approximation to solution in high dimension can be written as 

( ) ( )i i

i

u cx x  (8) 

It should be noted that the multi-dimensional meshless basis functions for structure grid can 

be non-tensor product form. It can be constructed on regular nodes in multi-dimensional 

space. 

The solution domain Ωwill be covered by many small regular elements when a structure 

mesh is used for approximation. In practical computations, the integration should be evaluated 

in every active element which intersect domainΩ . Figure 1 shows the active elements which 

consist of interior elements and boundary elements in 2-D case. The integration in interior 

elements is straightforward and relevant integral results in one interior element can be stored 

as parameters for all interior elements. The integration in boundary elements is more involved 

because only part of the element contributes to the solution domainΩ . In this case, the 

boundary elements should be triangulated or quadrangulated and the integrations should be 

computed by performing quadrature on the triangles or quadrangles. This approach can lead 
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to relatively accurate integration computation in boundary elements. Some techniques have 

been developed to dispose of the boundary elements with complex boundary [1-2]. 

 

 

 

 

 

 

 

 

 

 

 

(a)                                    (b)  

 

Figure 1. The active elements consist of interior elements and boundary elements 

3 Basic method and formulation 

3.1 B-Spline basis functions for describing geometry 

B-spline functions are defined recursively starting with piecewise constants ( 0)p  ： 

1

0

1 if
( )

0 otherwise

i i

iN
  

  
 


，  (9) 

For 1,2,3,p  ，they are defined by 

1

, , 1 1, 1

1 1

( ) ( ) ( )
i pi

i p i p i p

i p i i p i

N N N
  

  
   

 

  

   


 

 
 (10) 

Important properties of B-spline basis functions are: 

(1) They constitute a partition of unity, that is,   

,

1

( ) 1
n

i p

i

N 


  (11) 

(2) The support of each 
,i pN  is compact and contained in the interval

1[ , ]i i p   
.  

(3) Each basis function is non-negative, that is,  , 0,i pN    . 

B-spline curves in Rd  are constructed by taking a linear combination of B-spline basis 

functions. The coefficients of the basis functions are referred to as control points. These are 

boundary elements

interior elements

Ω

boundary elements should be triangulated or quadrangulated
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somewhat analogous to nodal coordinates in finite element analysis. Piecewise linear 

interpolation of the control points gives the so-called control polygon. In general, control 

points are not interpolated by B-spline curves. given n  basis functions, 
,i pN 1 2 3 ,i n , , , , and 

corresponding control points R d

iB  1 2 3 ,i n , , , , a piecewise-polynomial B-spline curve is 

given by
 

 

,

1

( ) ( )
n

i p i

i

C N B 


  (12) 

In 2-D space, the physical coordinate of the curve can be expressed as  

,

1

( ) ( )
n

i p i

i

x N x 


  (13) 

,

1

( ) ( )
n

i p i

i

y N y 


  (14) 

where, ( , )i ix y is the coordinate of control points
iB .   

 

Figure 2 shows quarter of a circle approximated by cubic B-spline functions. In this example, 

only five basis functions are used for approximation. It can be found that the error is 

negligible. 
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Figure 2.  Quarter of a circle described by cubic B-spline 

Given a control net
, Rd

i jB  , 1 2 3 ,i n , , , , 1 2 3 ,j m , , , , a tensor product B-spline surface is 

defined by 
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, , ,

1 1

( , ) ( ) ( )
n m

i p j q i j

i j

S N M B   
 

  (15) 

where 
,i pN ,j qM are the 2-D B-spline basis functions.  

3.2 Boundary region and boundary basis functions  

In 2-D problems, two curves can be used to describe the boundary region as shown in Figure 

3. At first, the curves can be described by B-spline basis functions as mentioned above. For 

boundary u and 
u , the approximation can be respectively written as 

u

u ,

1

u

u ,

1

( ) ( )

0

( ) ( )

m

i p i

i

m

i p i

i

x N x

m

y N y

 



 









 

 





 (16) 

u

u ,

1

u

u ,

1

( ) ( )

0

( ) ( )

m

i p i

i

m

i p i

i

x N x

m

y N y
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Figure 3. The prescribed boundary region in 2-D domain 

Then, the boundary region bΩ can be expressed as 

u u

, ,

1 1

u u

, ,

1 1

( , ) ( ) (1 ) ( )

0 1,0

( , ) ( ) (1 ) ( )

n n

i p i i p i

i i

n n

i p i i p i

i i

x N x N x

n

y N y N y
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In this boundary region, the boundary basis functions can be constructed as 

b

, ,( , ) ( ) ( ) 0 1,0i k i p kN L n             (19) 

where, 
, ( )i pN  are the same B-Spline basis functions in (16) and (17), and ( )kL  can be the 

polynomial base functions.  

1( ) k

kL     (20) 

The B-Spline basis functions constructed in [0,1] also can be chosen as ( )kL  . 

3.3 Solution for essential boundary condition 

The governing equations for the elastostatics problem are expressed as follows 

0 in   σ b  (21) 

where 

S

:         

              



 

C

u

 


 (22) 

where,  is the Cauchy stress, b is the body force, C is the Hooke’s tensor, and  is the 

strain, u is the displacement and S is the symmetric part of the gradient operator.  

The essential and natural boundary conditions are, respectively 

        on  

   on         

u

t

 

  

u u

n t
 (23) 

where Γu  and Γt  are the prescribed displacement and prescribed tension boundaries, 

respectively and n is the unit outward normal to domainΩ .  

The weak form of the equations of elastostatics is 

t

T T T

Ω Γ Ω
δ Ω δ Γ δ Ωd d d   C u t u b   (24) 

where, δu  is the virtual displacement and the corresponding virtual strain is δ . 

The space of trial functions u and space of test functions δu can be defined over Ω  as 

 |  is smooth and =  on Γuu u u u u u  (25) 

 δ δ |  is smooth and =  on Γuu u u u u 0  (26) 
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For a structure mesh, the complete global approximation in Ω can be easily constructed on 

structure grid using wavelet scaling functions, meshless shape functions, and B-spline 

functions. We denote the global approximation as  g g , 1, ,iu i n u and n is the dimension 

of problem. 

The solution for admissible displacement can be constructed below 

g

b

b

b

in  

in  

i

i

i

u
u

u

 
 


 (27) 

where, 
b

iu denote the local approximation in the boundary region
bΩ . For the essential 

boundary condition ii uu   on u , 
b

iu should be decomposed into two parts  

b bv bc

i i iu u u   (28) 

which can be respectively constructed in parameter space as 

1 2 1 2

1 2

bv g b

, ,

1 2

( , ) ( , ) (1 ( )) ( , ) ( )
m n

i

i i i i i i

i i

u u w a w        
 

      (29) 

1 1

1

bc b

,1

1

( , ) ( ) ( )i

m
u

i i i

i

u a w    


   (30) 

where, the 
bv

iu  is the variable that satisfy homogeneous boundary condition on u . The 
bc

iu  

is related to the essential boundary condition and the control points 
1

iu

ia is constant which is 

used to construct following approximation 

1 1

1

b

,1

1

( ( )) : ( )    i

m
u

i i i u

i

u a  


 x x  (31) 

( )w   is the basic weight function and can be chosen as 

2 3 4( ) 1 6 8 3 0 1.0w            (32) 

3

2 3
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2 3

2 3

1 6 6 0 0.5
( )

2 6 6 2 0.5 1.0
w

  


   

    
 

    
 (34) 

It is obvious that the
iu constructed above satisfies the essential boundary conditions ii uu   on 

u . The high order continuity of modified global basis functions is also maintained. 

Furthermore, the reconstruction of linear polynomial can be implemented using the modified 

basis functions. 

The strains can be decomposed as 

g

b

bv bc

b

in  

in  

 
 

 
ε



 
 (35) 

Substituting the formula (35) into weak form (24) 

b b b t

b b

T g T bv T bc T

Ω-Ω Ω Ω Γ

T T

Ω-Ω Ω

δ Ω+ δ Ω δ Ω+ δ Γ

δ Ω δ Ω

d d d d

d d

 

 

   

 

C C C u t

u b u b

     

 (36) 

The virtual strain can be expressed as δ δε = B a , where B is the strain-displacement matrix and 

a is the variable vector. From the solution structure, B and a can be decomposed into two 

parts respectively as  

 g bB = B B  (37) 

g

b

 
 
 

a
a =

a
 (38) 

where, gB and ga are related to global basis functions, and bB and ba come from boundary 

basis functions. 
g
ε and

bc
ε can be expressed as 

g

g g b           in ε = B a  (39) 

  gbc

g b b

b

       in 
 

 
 

a
ε = B B

a
 (40) 

Then, the following linear algebraic equations can be obtained.  

Ka f  (41) 

where, the stiffness matrix K can be decomposed into four parts. 
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and, 
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f
f

f
 (43) 
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       f B C b b t     (47) 

b b

T T bc T

b b b
Ω Ω

Ω Ωd d   f B C b   (48) 

where, g and b are the global basis functions vector and boundary basis functions vector, 

respectively. It should be noted that the relevant computation in boundary region bΩ must be 

implemented in parameter space. The standard isoparametric transformation formulation 

should be used in computation. 

3.4 Solution for refinement in arbitrary boundary region 

The main problem with a structure grid is that the refinement for local region is necessary 

because of the fixed global basis functions used for approximation. When wavelet scaling 

functions are used as basis function for global approximation, the proper wavelet functions 

can be used for local refinement. In meshless analysis methods, local refinement can be 

implemented by constructing new basis functions in local region. For B-spline based 

refinement, using the hierarchical B-spline basis functions or T-spline method is an effective 

approach for local refinement. 

In this paper, a general method is developed for local refinement. Similar to the method 

mentioned above, the approximation for solution can be constructed to improve the accuracy 

of solution in the local region where complex deformation exists. For simplicity, only 

boundary region in 2-D problems is considered for refinement in this paper. The present 

method can be easily extended to other complex cases.  

The solution for displacement in arbitrary boundary region can be written as 
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where, 
b

iu  denote the local approximation in the boundary region
bΩ and can be expressed in 

parameter space as 
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where, ( , ) ξ . In 2-D case, the weight function ( )w ξ  can be created as 
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where,  is a parameter ( 0 1  ). It is obvious that the hybrid basis functions in (50) are 

smooth and can at least reconstruct linear polynomial. Furthermore, the accuracy of 

refinement is determined by the local meshes on which the basis functions 
b ( ) ξ are 

constructed 

4  Numerical examples 

In this part, numerical simulation of some elasticity problems is presented using the new 

method. The results are compared with those calculated by finite element method or analytical 

results to show the validity of the proposed method. For simplification, the units are omitted 

in this paper. In addition, B-Spline basis functions are used for global approximation in 

following examples.  

4.1 Infinite plate with a central circular hole 

An infinite plate with a central circular hole as shown in Figure 4 is considered. The plate is 

subjected to uniform unit traction along the x  axis at infinity. Symmetry of the problem is 

exploited to model only a quadrant of the analysis domain. The radius of the hole is chosen to 

be 0.25 and the length and width of the plate are chosen to be 1. The exact solution for this 

problem is used to compute the tractions on the traction boundaries (right and top boundaries) 

and symmetry boundary conditions are applied on the bottom and left edges while the inner 
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edge is traction free. 

 

Figure 4.  Quarter of a panel with a circle hole at its center 

The size of element is denoted by
x yw w w  .The selected boundary region is shown in 

Figure 5 and its width is denoted by t . Cubic B-Spline basis functions are used for global 

approximation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The boundary regions in a quarter of a square plate with a circle hole 
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Figure 6 shows the comparison of stress )( x value along the left edge with 0.05w  and 

/ 0.2t w  . It can be found that the results computed by the present method agree well with 

the analytical results even if stress concentration exists on the boundary.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. The comparison of stress results along the left edge 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Strain energy error for the problem of infinite plate with a circular hole 

 

The plot for strain energy error is shown in Figure 7. The x-axis represents the size of element. 

Different ratios of width of boundary region to size of grid are studied in error analysis for 

this problem. It can be found that the convergence rates under different ratios are almost same. 

However, the error is relatively small when large ratio is used. The results demonstrate that 

the accuracy of solution in selected boundary region can be improved using this method. 
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tension 1p  in the horizontal direction is applied on the left and right edges of the panel. 

The boundary region and corresponding meshes for refinement are shown in Figure 9 The 

size of grid used for global approximation is (0.05,0.05) . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.  Quarter of a panel with a square hole at its center 

In this example, the parameter  for the weight function ( )w ξ  is determined as 1  . 

Figure 10 shows the stress results )( x  along 0.25y  . Where, the results of FEM are 

computed using more than 22000 elements of plain eight nodes. It can be found that the 

results without refinement have unreasonable oscillations and the accuracy of solution near 

the singular point is very poor. As expected, these oscillations are disappeared in the results 

obtained by the present refinement method. Furthermore, the refined results can accurately 

catch the singular character even with less degree of freedoms added into approximation. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. The boundary region and corresponding meshes for refinement 
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Figure 10. The comparison of stress results along y=0.25       

 

The plot for strain energy error is shown in Figure 11. The x-axis represents the number of 

degrees of freedom. The strain energy obtained by FEM with more than 22000 elements of 

plain eight nodes is used for computing error. The x-axis represents the number of degrees of 

freedom. The local refinement is based on global approximation with the size of 

grid (0.05,0.05) and the region for refinement is shown in Figure 9. It is obvious that the 

convergence rate is remarkably improved when local refinement is performed by the present 

method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11. Strain energy error for the problem of plate with a square hole 
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boundary basis functions and weight functions are constructed. The weight functions are used 

for modification of the global basis functions and the boundary basis functions. The modified 

basis functions maintain high order continuity and can at least reconstruct linear polynomial. 

Based on the modified basis functions, a highly accurate solution which automatically 

satisfies the essential boundary conditions can be created. Especially, the width of boundary 

region almost has no influence on the accuracy of solution.  

The main problem with structured grids is that the refinement for local region is necessary 

because of the fixed global basis functions used for approximation. The solution also can be 

constructed for the local refinement by adding new basis functions constructed on local 

meshes into approximation. The numerical results in some elasticity problems show that the 

present method is stable and effective and it is potential for complex problems in sold and 

structure. 
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Abstract
Rapid seismic damage evaluation of subway stations is critical for the efficient decision on
the repair methods to damaged subway stations caused by earthquakes and rapid recovery of
subway networks without much delay. However, the current methods to evaluate the damage
state of a subway station after earthquakes are mainly field investigation by manual or
computer vision, which is dangerous and time-consuming. Given this, a novel methodology
that adopts machine learning technique as the classification model to rapidly and accurately
evaluate the post-earthquake damage state of subway stations is proposed and the random
forest (RF) is selected in the present paper. A two-story and three-span subway station in
Shanghai is taken as an example to demonstrate the proposed methodology. The interrelated
intensity measures of ground motions (IMs) and their uncorrelated principal components (PCs)
are respectively taken as the input to investigate how the correlation between IMs affects the
performance of the classification model. The results show that the accuracy of the model
taking IMs as input and taking PCs as input is respectively 84.2% and 86.3%, revealing that
taking PCs as input can improve the performance of RF.
Keywords: Rapid risk evaluation, Machine learning, Subway station, Random forest,
Principal component analysis

Introduction

To solve the conflict between limited land resources and the increasing demand for
transportation capacity, recent years saw the rapid development of subway networks in China.
However, researches have shown that severe damage to subway networks has occurred during
earthquakes [1][2]. Specifically, the Daikai Subway Station was severely damaged during the
1995 Hyogoken-Namby earthquake in Japan. Considering the vulnerability of subway
stations during earthquakes, it is of the essence to evaluate its post-earthquake damage state,
which helps to estimate the economic losses and make decisions for the post-earthquake
recovery process rapidly.

Normally, the damage state of structures can be evaluated through manual vision and fragility
analysis [3]. For the former, the in-site inspection for the damaged subway station is very
dangerous and time-consuming and the results can be subjectively affected according to the
qualification of inspectors. The fragility analysis is a widely used method to quantitatively
give the probability of a structure exceeding the predefined damage states. However, the
application of fragility analysis to subway stations may be limited because only one intensity
measure of ground motions (IM) and one demand measure (DM) of structures can be
considered in the conventional fragility analysis [4]. Research from Liu et al. [5] reveals that
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several DMs should be adopted to evaluate the post-earthquake damage state of subway
stations. Additionally, taking only one IM to predicted the DMs of subway stations maybe not
enough considering the random uncertainties in ground motions.

To avoid the above-mentioned issues, machine learning techniques such as Random Forest
(RF) can be used as a prediction model to rapidly and accurately evaluate the post-earthquake
damage state of subway stations. On the one hand, the machine-learning-based model can
take multiple IMs as input to evaluate the post-earthquake damage state of subway stations.
On the other hand, the output is the post-earthquake damage state, which means the model can
predict the post-earthquake damage state by IMs directly. Compared with the fragility
analysis, there is no intermediate process for predicting DMs and thus the limitations that only
one DM can be considered can be avoided. Random Forest (RF), as a normally used machine
learning technique, has been successfully applied to estimate the post-earthquake damage
state of ground structures and bridges [3][6]-[8]. Multiple IMs are used as input and the
relative importance of these IMs is well studied through the RF algorithm. However, the
strong correlation the effects of the strong correlation between IMs on the accuracy of the RF
model is not well investigated. Moreover, the relative importance of IMs for subway stations
may be different from that for ground structures because they have different seismic response
characteristics [9].

In the present study, the RF algorithm was adopted to develop a post-earthquake damage state
prediction model. A two-story and three-span subway station in Shanghai was taken as an
example to illustrate the proposed method. The Principal Component Analysis (PCA) [10] is
used to transform the interrelated IMs into uncorrelated principal components (PCs). IMs and
their PCs are respectively taken as the input of the prediction model, and thus two models are
obtained. The performance of both models is evaluated to illustrate the effectiveness of the
proposed method as well as to investigate how the correlation between IMs affects the
performance of the prediction model.

Overview of Random Forest

Decision Tree

Decision tree (DT) is an independent classifier which can split a complex classification
problem into a hierarchy of simple binary classification problem. The DT is comprised of a
root node, interior nodes, and terminal nodes. The root node and each interior node can be
regarded as a binary classifier. The predictor and the split point of the root node and each
interior node are selected by minimizing the Gini index (GI). GI reflects the information
entropy in a region, and a smaller GI means a better classifier. The GI is defined as:

1
(1 )

M

rm rm
m

GI p p


  , (1)

where M is the number of classes; rmp is the portion of samples in r th region from m th
class. It is noteworthy that the performance of a DT on the training set can be improved by
adding interior nodes. However, the number of interior nodes needs to be controlled to avoid
overfitting.
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Fig. 1 Illustration of a decision tree

Figure 1 gives the illustration of a decision tree. Starting from the root node, the DT
recursively partitions the input space into two child nodes until the terminal nodes. Each
terminal node represents a certain class. Assuming that there are a total of five predictor
variables  1 2 5, , ,x x x and four classes (Class 1, Class 2, Class 3, and Class 4). The x and
L in the root node and each interior node respectively denotes the predictor and the split point
of the corresponding node. The tree initially judges the instance at the root node based on the
1x . If the 1x is less than 1L , the instance will proceed to the Interior node 1, else the instance

will proceed to the Interior node 2. Repeat this process until the terminal node is reached, and
then the class of this instance can be determined.

Random Forest

Fig. 2 Scheme to train a random forest
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Random forest (RF) is a commonly used machine-learning method for classification problems.
As a revised version of bagging, the RF can be established by training a cluster of
independent DTs (see Fig. 2). The training set for each DT is a subset of the original set with
replacement (bootstrap sample). Assuming that there are N samples in the original dataset.
The probability of each sample not being selected P can be calculated as:

11
N

P
N

   
 

. (2)

Limit N to positive infinity, and the P will be equal to 1/ e , where 2.718e  . There are
about 1/ 3 of the original samples not selected, which is called out-of-bag (OOB). The OOB
can be used as the validation samples to optimize the hyper-parameters of RF such as the
number of interior nodes of each DT.

The RF can give the relative importance of each predictor variable by calculating the average
changes in the impurity (represented by GI) of each node in all DTs caused by the predictor
variable. The change in GI on the m th node caused by the j th predictor variable ( jx ) is:

( )i
jm m l iVIM GI GI GI   , (3)

where ( )i
jmVIM is the variable importance measure of jx on m th node for the i th DT in RF;

mGI is the GI on the m th node before partition; lGI and rGI respectively denotes the GI on
the left child node and right child node of the m th node after partition. Assuming that there
are I decision trees in the RF and iM nodes where the predictor variable is jx , the average
changes in the GI caused by the j th predictor variable ( jVIM ) can be obtained as:

( )

1 1

iMI
i

j jm
i m

VIM VIM
 

 . (4)

More detailed descriptions of DT and RF were provided by Mangalathu et al. [3].

Case Study

Numerical Model

A two-story three-span reinforced concrete subway station in Shanghai is selected to illustrate
these machine-learning-based damage state prediction models. The subway station has a
buried depth of 12.5 m and its typical cross-section is shown in Fig. 3 (a). The central
columns have a width of 1 m and spacing of 8 m. The central columns are made of C45
concrete and other members are made of C35 concrete.

The numerical model of the soil-subway station dynamic system is established in the finite
element software ABAQUS [11] as shown in Fig. 3 (b). The Mohr-Coulomb yield criterion is
adopted to simulate the mechanical behavior of the surrounding soils, whose properties are
shown in Table 1. The concrete damage plastic (CDP) model and idealized elastoplastic
model are adopted to simulate the mechanical behavior of concrete and reinforcement,
respectively. The CDP model adopting a degradation damage variable d (0 1)d  can
simulate the degradation in the elastic modulus of concrete. The parameters of the CDP model
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and the idealized elastoplastic model are listed in Table 2 – 4. The ABAQUS plane strain
element CPE4 and CPE4R are respectively used to simulate the concrete and soils. The beam
element B21 is adopted to simulate the reinforcement. The lateral boundary of surrounding
soils is meshed by the CINPE4 element to eliminate the reflection of seismic waves at the
boundary of the numerical model. NLTHA is conducted in two steps. Firstly, Gravity is
applied to the numerical model whose bottom boundary is fixed in both horizontal and
vertical directions (see Fig. 3 (b)), and thus the geostatic stress is obtained. Secondly, the
ground motion is applied to the bottom boundary of the model after the bottom boundary is
freed in the horizontal direction and then the seismic responses of the subway station can be
obtained. More details of the numerical model were provided by Huang and Chen (2021) and
such a method to establish the numerical model for subway stations has been validated by
Chen and Liu [12].

Fig. 3 (a) Dimensions of the cross-section of the subway station and (b) numerical model
for NLTHA (Unit: mm)

Table 1. Soil properties.

Soil layer Thickness
(m)

Density
(kg/m3)

Elastic modulus
(MPa) Poisson Ratio Cohesion

(kPa)
Friction angle

(o)
1 1.30 1900 20.34 0.32 20.0 15.0
2 1.15 1920 20.34 0.32 9.5 31.3
3 1.11 1800 14.00 0.34 15.1 33.8
4 3.41 1740 10.85 0.38 5.3 28.3
5 8.13 1670 7.39 0.4 7.2 24.9
6 1.68 1740 11.55 0.35 10.0 29.7
7 4.39 1950 24.85 0.29 31.3 29.1
8 6.88 1820 32.2 0.29 2.0 31.1
9 15.05 1770 15.09 0.33 8.1 32.5
10 16.04 1840 28.7 0.32 8.0 28.1
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Table 2. Properties of C45 concrete.

Parameters Value
Density (kg/m3) 2500

Elastic modulus (MPa) 31500
Dilation angle (o) 30
Poisson ratio 0.2

Hardening and damage (Table 3)

Table 3. Compression and tensile hardening and damage index versus plastic strain of
C45 concrete.

Compression Tensile
Inelastic strain

(10-3)
Stress
(MPa) Damage index Cracking strain

(10-3)
Stress
(MPa) Damage index

0 12.910 0 0 2.200 0
0.476 22.780 0.1664 0.083 1.785 0.1283
0.909 23.310 0.2709 0.160 1.244 0.2891
1.775 19.600 0.4631 0.295 0.777 0.545
3.5 12.370 0.7295 0.545 0.472 0.7846
4.69 9.388 0.8265 0.889 0.322 0.8971
6.26 6.977 0.8955 1.392 0.230 0.9502
7.79 5.522 0.9311 1.992 0.177 0.9726
9.31 4.560 0.9514 2.592 0.146 0.9824
10.82 3.880 0.964 2.991 0.133 0.9862
13.31 3.105 0.9764

Table 4. Reinforcement properties.

Parameters Value
Density (kg/m3) 7800

Elastic modulus (GPa) 200
Poisson ratio 0.3

Yield stress (MPa) 400

Intensity measures, demand measures, and damage states

IMs are important indexes characterizing the intensity of ground motions, which can be used
as the input of prediction models. One or a few IMs are unlikely to cover all the information
in the time history of ground motions used in NLTHA. Therefore, the underground structures
have different seismic responses when subjected to different ground motions even if these
ground motions have the same IMs owing to the randomness of ground motions. According to
Kiani et al. [13], 11 representative IMs are selected for the present study, as shown in Table 5.

Table 5. Basic information of the selected 11 IMs.

No. Name Symbol Definition

1 Peak acceleration aP   max a t
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2 Peak velocity vP   max v t

3 Peak displacement dP   max d t

4 Spectral acceleration ( )aS T ( )a t T
S t



5 Spectral velocity ( )vS T ( )v t T
S t



6 Spectral displacement ( )dS T ( )d t T
S t



7 Acceleration spectral intensity ASI
0.5

0.1
( )aASI S T dT 

8 Spectral intensity SI
2.5

0.1
( )vSI S T dT 

9 Displacement spectral intensity DSI
5

2
( )dDSI S T dT 

10 Cumulative absolute energy CAV
0

( )CAV a t dt


 
11 Arias intensity AI

2

0
[ ( )]

2
AI a t dt

g
 

 

DMs are the representative value of seismic responses of underground structures, based on
which the damage state of underground structures can be determined. In the present study, the
maximum story drift angle ( l ), maximum column drift angle ( c ), damage at the ends of
central column ( CCD ), and Energy ratio ( ER ) are selected as DM according to Liu et al.
(2017). The four DMs are defined as Eq. (23) – (26)
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where  i
l and  i

c are respectively the layer drift angle and column drift angle of the i th

story ( 1, 2i  in this paper);  
,
i
l topd ,  

,
i
l bottomd ,  

,
i
c topd , and  

,
i
c bottomd are respectively the

displacements of the top plate, bottom plate, top end of the central column, and bottom end of
the central column of the i th story;  i

lh and  i
ch are respectively the height of the i th story

and that of the column at the i th story; ( )jCCD is the damage at the j th end of the central
column ( 1,2, ,8j   in this paper); jR is the set of elements in the region of the j th end;

( )r
dE is the dissipation energy of element r ; ( )rDC is the average compression damage index
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of element r ; PE , DMDE , KEE , and EE are respectively the plastic energy, damage energy,
kinetic energy, and elastic energy.

Four limit states are defined in FEMA-273 (1997): operational (OP), slight damage (SD), life
safety (LS), and collapse prevention (CP). The state of the subway station in the elastic stage
is referred to as no damage (ND). The relationship between the column drift and the damage
state was provided by Liu et al. [5] and shown in Table 6. As long as one of these DMs
reaches the limit value defined in Table 6, the station will be regarded as entering the
corresponding damage state.

Table 6. Thresholds of each limit state of subway stations.

State l c CCD ER
ND <0.0011 <0.0018 <0.07 <0.25
OP 0.0011 0.0018 0.07 0.25
SD 0.0025 0.004 0.35 0.5
LS 0.0059 0.0083 0.8 0.75
CP 0.013 0.0167 0.95 0.9

Ground motions and samples

Enough ground motion records are required for generating sample sets and training machine-
learning-based damage state prediction models. The two-story and three-span subway station
is located in Shanghai, which covers deep soft soils. This kind of stratum has the
characteristic of a long predominant period. Given that there are not enough natural ground
motion records in Shanghai, artificial ground motions were generated according to the
geological characteristics of Shanghai. The scheme of obtaining samples and training the RF
is given in Fig. 4. A total of 730 Shanghai artificial ground motions are generated using the
spectral representation method proposed by Liu et al. [14].

Fig. 4 Scheme of obtaining samples and training the RF

Intensity measures (IMs) of these artificial ground motions including aP , vP , dP , ( )aS T ,
( )vS T , ( )dS T , ASI , SI , DSI , CAV , and AI can be calculated according to Table 5. It is

noteworthy that the 11 IMs are highly correlated with each other. To investigate how the
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correlation between IMs affect the performance of these damage state prediction model,
principal component analysis (PCA) [10] is used to transform these interrelated IMs into
uncorrelated variables and The first p (In this paper =5p ) principal components (PCs) ( ,1pcx ,

,2pcx , …, ,pc px ) with a cumulative contribution rate exceeding 99% were taken as the input
variables. The IMs and their PCs are respectively taken as inputs to obtain the corresponding
models. On the other hand, the DMs of the subway station including l , c , CCD and ER
can be calculated by conducting 730 NLTHA and the damage state of the subway station can
be obtained following the definition in Table. 6. One-fifth of the total samples are taken as
test samples and the other samples are taken as training samples. It is noteworthy that there
are about one-third of the training samples not in the bootstrap sample and taken as validation
samples as mentioned in section 2.2.

Result and discussion

The RF is adopted as a damage state prediction model for the subway station. The original
IMs and their PCs are respectively taken as inputs to obtain the two models. The training set
is used to optimize the parameters of the RF (predictor and the split point of each interior
node of each DT), the validation set is used to optimize the hyper-parameters (the maximum
tree depth, the trees numbers, etc. for RF) and the test set is used to evaluate the performance
of both models.

Fig. 5 Training and Validation accuracy with the depth of trees

Figure 5 gives the sensitivity analysis of the tree depth for RF. The RF taking PCs as inputs
(PCs-RF) gets its best performance with a shallower tree depth than RF taking IMs as inputs
(IMs-RF) does and the highest accuracy for the former is also higher than that for the latter.
The reason may be that compared with taking IMs as input, taking PCs as input makes the
selection of predictor and the split point of each interior node easier.

The performance of both prediction models can be further evaluated by a confusion matrix as
shown in Fig. 6. The confusion matrix is a table of the actual damage state versus the
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predicted damage state. The element ijC ( 1:5i  , 1:5j  ) in a confusion matrix means the
number of the samples whose actual damage state is 1iDS  but predicted damage state is

1jDS  (Marks 0DS , 1DS , 2DS , 3DS , and 4DS respectively denotes the five damage state i.e.
no damage (ND), operational (OP), slight damage (SD), life safety (LS), and collapse
prevention (CP)). For example, The element 12=2C in Fig. 6 (a)’s matrix means that there are
2 samples whose actual damage state is 0DS , but it is wrongly predicted as the 1DS by the
IMs-RF. Therefore, the diagonal elements in the confusion matrix indicate the number of
samples whose damage state is correctly predicted by the machine-learning-based model, and
for ijC the smaller the i j , the smaller the error of the predicted damage state. The
confusion matrix for both models is the tridiagonal matrix, which means the predicted damage
state is neighbor, if not equal to the actual damage state, showing a good performance.
Additionally, there are three indexes namely recall ratio, precision ratio, and total accuracy
can be used to evaluate the performance of the machine-learning-based models. The recall
ratio given in the last column of each confusion matrix is defined as the percentage of the
actual damage state that is correctly predicted by the machine-learning-based models; the
precision ratio given in the last row of each confusion matrix is defined as the percentage of
predicted damage states that are correctly predicted by the machine-learning-based models;
the total accuracy given in the bottom right corner is defined as the ratio of the damage states
that are correctly predicted to the total test samples.

Fig. 6 Confusion matrix of test set for (a) IMs-RF, (h) PCs-RF.

Figure 6 shows that the prediction accuracy of IMs-RF and PCs-RF is respectively 84.2% and
86.3%, revealing that the proposed method that using RF as a prediction model can evaluate
the post-earthquake damage state accurately. The performance of these machine-learning-
based models can be further evaluated by analyzing the recall ratio and precision ratio of these
models. Figure 6 shows that the lowest recall ratio tends to appear at the 3DS and the lowest
precision ratio tends to appear at the 4DS . The reason may be that the element 45C in each
confusion matrix is large, which means the samples whose actual damage state is 3DS tend to
be predicted as 4DS and the samples whose predicted damage state is 4DS actually belong to

3DS . This finding reveals that the 3DS and 4DS cannot be well discriminated by the selected
IMs.
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Fig. 7 Relative importance for (a) IMs-RF and (b) PCs-RF.

A comparison between the performance of IMs-RF and PCs-RF reveals that taking PCs as
input effectively improves the prediction performance. The reason, as mentioned before, may
be that taking PCs as input makes the selection of predictor and the split point of each interior
node easier. The relative importance of inputs for IMs-RF and PCs-RF is given in Fig. 7 to
further investigate which IM is most relevant to the post-damage state of the subway station.
For IMs-RF, the five most important IMs are SI , ( )vS T , DSI , vP , and AI and their relative
importance is respectively 18.53%, 18.46%, 17.59%, 14.11%, and 9.06 %. For the PCs-RF,
the relative importance of ,1pcx , ,2pcx , …, ,5pcx is respectively 78.62%, 4.31%, 4.6%, 8.74%,
3.74%. The PCA can be regarded as a pre-processing of input data and gives the most
influential input, makes the election of predictor and the split point of each interior node more
easy and effective. On the other hand, the five most important IMs reveals that the velocity-
related parameters of ground motion (such as SI and vP ) are closely related to the seismic
response of underground structures, which is consistent with the previous researches [15].

Conclusions

In the present study, the RF is adopted as a classification model to rapidly and accurately
evaluate the post-earthquake damage state of subway stations. The interrelated IMs and their
uncorrelated PCs are respectively taken as the input to investigate how the correlation
between IMs affects the performance of these models. The main conclusions are as follows:

The confusion matrix for both IMs-RF and PCs-PF is a tridiagonal matrix and the prediction
accuracy of both models is more than 80%, revealing that the proposed methodology can
rapidly and accurately evaluate the post-earthquake damage state of subway stations.

The PCs-PF has higher accuracy (86.3%) than IMs-RF (84.2%), which means taking PCs as
input can improve the performance of RF because PCA can transform the interrelated IMs
into uncorrelated variables, which makes the election of predictor and the split point of each
interior node more easy and effective.

Among the selected 11 IMs, the five most important IMs are SI , ( )vS T , DSI , vP , and AI
and their relative importance is respectively 18.53%, 18.46%, 17.59%, 14.11%, and 9.06%.
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The results reveal that the velocity-related parameters of ground motion (such as SI and vP )
is closely related to the seismic response of underground structures.
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Abstract

The analysis of building frames under thermal loading is an important task in structural engi-

neering. Linear analysis is generally inadequate for large temperature changes, and nonlinear

analysis is essential to correctly model the behaviour of the structure. Various nonlinear mod-

els are used in practice and these models usually involve some form of approximation of the

nonlinear effects. In this case, it is not often clear what effects the approximations have on the

analysis.

This paper discusses a general approach for the nonlinear analysis of steel frames under ther-

mal loading. In particular, we consider the role of approximations in the governing equations

of the structure and the effects of the changes in material properties at high temperatures. Sev-

eral examples are given in the paper that demonstrate the various effects of the simplifying

approximations on the results.

Keywords: Frame analysis, nonlinear analysis, thermal effects, fire conditions.

Introduction

Thermal effects are generally required to be considered in the analysis of building frames. Two

types of thermal effects need to be considered, namely:

1. Thermal effects under normal daily temperature ranges, and

2. Thermal effects under elevated temperatures, such as fire conditions.

In the first case, the material properties can be considered to be essentially unchanged due to

the temperature changes. However, thermal effects may still adversely affect a structure due to

the expansion and contraction of the members. An example of this is thermal buckling, such as

in the case of continuously-welded railway tracks under high daily temperatures [1].

The second case is more complicated because the material properties can no longer be consid-

ered constant. In particular, steel loses both rigidity and strength at high temperatures, and any

analysis under these conditions must take these effects into account [2].

Linear analysis is generally inadequate in both cases, and nonlinear analysis is essential to cor-

rectly model the behaviour of the structure. Various nonlinear models are used in practice and
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these models usually involve some form of approximation of the nonlinear effects. Typically,

this is done using either a traditional stiffness analysis combined with stability functions, or

a finite element approach [3–11]. Both approaches can be combined with an iterative nodal

updating scheme. However, it is not often clear what effects such approximations have on the

analysis. Hence, it is important to study the effects of the approximations on the analysis, since

significant differences in results are possible using different approximations [12].

This paper discusses a general approach for the nonlinear analysis of steel frames under thermal

loading. In particular, we consider the role of approximations in the governing equations of the

structure and the effects of the changes in material properties at high temperatures. We start with

a fully nonlinear model for the member behaviour and then systematically consider the effects of

simplifying approximations on the results of the analysis. The nonlinear and simplified models

are combined with the changes in the material properties to explore the response of structures

at high temperatures. Various examples are considered to demonstrate the effects of different

assumptions and simplifications, and accurate solutions that can serve as benchmarks are given.

Governing Equations

Nonlinear Beam Theory

The behaviour of a beam is modelled using the extensible elastica theory [13], and shear de-

formation is ignored. The extension of the current formulation to include shear deformation is

possible using the techniques discussed in our previous work [12].

Fig. 1 shows an element of a straight beam whose centroidal axis is initially along the x axis,

where i and j are unit vectors along the x and y axes, respectively. After deformation, the

axis deforms into a smooth curve s(x) and the point P is mapped to the point P ∗. The beam

displacements are u(x) and v(x), and the angle between s and the x axis at P ∗ is φ(x).

P

P ∗

ui + vj

φ

∆x

∆s

x, u, i

y, v, j

H

V

M

(1 + u′)∆x

∆v∆s

φ

N

Q

Figure 1. Sign convention

From the geometry of the deformation,

cosφ = (1 + u′)
dx

ds
(1a)

sinφ =
dv

ds
(1b)
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where a prime denotes differentiation with respect to x.

The strain measures for the deformation of the beam are the extensional strain, e, and the bend-

ing strain, κ, which are defined as

e =
ds

dx
− 1 =

√

(1 + u′)2 + (v′)2 − 1 (2a)

κ =
dφ

dx
=

(1 + u′)v′′ − v′u′′

(1 + u′)2 + (v′)2
(2b)

The force resultants on the beam are the horizontal and vertical force components H and V ,

and the bending moment M . The normal and shear forces are related to H and V by

N = H cosφ + V sinφ (3a)

Q = −H sinφ + V cosφ (3b)

The equilibrium equations are

H ′
+ px = 0 (4a)

V ′
+ py = 0 (4b)

M ′ −Hv′ + V (1 + u′) = 0 (4c)

where px and py are the distributed loads acting on the beam in the x and y directions, respec-

tively.

Assuming that the material is linear-elastic, the constitutive relationships are

N = EAe (5a)

M = EIκ (5b)

where E is Young’s modulus, A is the cross-section area and I is the second moment of area.

The governing equations are supplemented by appropriate boundary conditions for a particular

problem. The theory results in a nonlinear system of ordinary differential equations of order six.

Exact solutions are only possible in simple cases [13], and hence a simplified theory is often

used.

The two commonly-used simplified nonlinear theories are the beam-column and beam-column

with bowing theories [14]. These theories are based on ad hoc assumptions regarding the size

of various nonlinear terms in the governing equations. If all the nonlinear effects are ignored,

the theory reduces to the standard linear theory that is the basis of classical structural analysis.

Table 1 compares the traditional simplified theories with the elastica theory.

Thermal Effects

We now consider the effects of temperature changes on the governing equations. For simplicity,

we assume that any temperature changes are applied uniformly across the depth of the beam,

and hence only additional axial strains occur. Hence, the axial thermal strain, eT , is given by

eT = α∆T (6)
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Table 1. Comparison of beam theories

Theory Strain equations Force equations Equilibrium equations

Elastica e =
√

(1 + u′)2 + (v′)2 − 1 N = H cosφ + V sinφ H ′
+ px = 0

κ =
(1 + u′)v′′ − v′u′′

(1 + u′)2 + (v′)2
Q = −H sinφ + V cosφ V ′

+ py = 0

M ′ −Hv′ + V (1 + u′) = 0

Beam-column e = u′ + 1
2
(v′)2 N = H H ′

+ px = 0

with bowing κ = v′′ Q = −Hφ + V V ′
+ py = 0

M ′ −Hv′ + V = 0

Beam-column e = u′ N = H H ′
+ px = 0

κ = v′′ Q = −Hφ + V V ′
+ py = 0

M ′ −Hv′ + V = 0

Linear e = u′ N = H H ′
+ px = 0

κ = v′′ Q = V V ′
+ py = 0

M ′
+ V = 0

where α is the coefficient of thermal expansion, which is assumed to be constant, and ∆T is

the change in temperature from the reference temperature of the beam. If required, it is also

possible to include the variation of α with temperature using an empirical formula [15].

The second effect is the change in the material properties at elevated temperatures. Several

empirical formulas have been developed to account for this effect [15–17]. However, there are

differences between the empirical formulas, and this may influence the results obtained from

a given analysis depending on which formula is used. We adopt the empirical formulas given

by Standards Australia [17] in this paper. Other empirical formulas can be readily incorporated

into the general framework adopted in this paper if required.

According to [17], the change in Young’s modulus with temperature can be approximated by

E(T )

E(20)
=











































1 +
T

2000 ln

(

T

1100

) , for 0 °C ≤ T ≤ 600 °C

690

(

1 −
T

1000

)

T − 53.5
, for 600 °C ≤ T ≤ 1000 °C

(7)

where T is the ambient temperature and E(20) is the value of Young’s modulus when T =

20 °C.

The presence of the natural log function in Eq. (7) can potentially cause problems in a numer-

ical solution if the temperature is close to zero or negative during an iteration. To avoid this

issue, Eq. (7) was replaced by a fourth-order polynomial for the numerical results presented

below. Accordingly, we approximate Eq. (7) with

E(T )

E(20)
=

4
∑

i=0

aiT
i
s (8)

ICCM2021, July 4th-8th 2021

45



where Ts = T/1000 and the ai coefficients are given in Table 2. The maximum difference

between Eqs. (7) and (8) is approximately 3%, which is acceptable for numerical solutions. A

higher-order polynomial function can be used if more accuracy is required.

Table 2. Coefficients in Eq. (8)

a0 1.0008372326824

a1 -0.27234098307507

a2 0.87883333907696

a3 -5.0888498704423

a4 3.5164356641168

Taking Eqs. (6) and (8) into account, the constitutive relationships from Eq. (5) are replaced

with

N = E(T )A(e − eT ) (9a)

M = E(T )Iκ (9b)

More complex constitutive relationships can be readily incorporated within the general frame-

work of this paper using the techniques discussed in our previous work [18].

The last effect that needs to be considered at elevated temperatures is the change in the yield

stress of the material, fy. Again, we have used the empirical relationship from [17], namely

fy(T )

fy(20)
=











1, for 0 °C < T ≤ 215 °C

905 − T

690
, for 215 °C < T ≤ 905 °C

(10)

where fy(20) is the value of the yield stress when T = 20 °C.

Formulation and Solution of Global Equations

The formulation and solution of a typical problem follows the procedures used in our previous

work [18]. This enables accurate results to be obtained under precisely defined conditions. In

addition, the effects of different modelling assumptions can be easily assessed.

The solution procedure is briefly as follows.

1. Set up the structural data, including topology, member and joint characteristics, loads,

supports and temperature changes. Initialise all unknown nodal displacements, which are

the primary unknowns for the problem, to zero. Specify a tolerance for the analysis.

2. For each member, solve the system of differential equations and calculate the member

end forces.

3. Establish the overall out of balance nodal forces for the structure from the applied loads

and the member end forces.
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4. Use an update strategy to adjust the nodal displacements based on the amount of out of

balance forces.

5. Check for convergence using a suitable criterion relative to the specified tolerance. If

convergence has been achieved, the analysis is complete. If not, go to step 2 and continue.

The solution procedure is augmented by a continuation technique, including an adaptive step

algorithm [19], to efficiently and accurately generate the response of highly nonlinear structures.

Step 2 requires the use of a numerical boundary-value solver for a system of differential equa-

tions, and several reliable and robust methods are available [20]. We have used a collocation

method in this paper [21]. This method incorporates an adaptive mesh method, and it can gen-

erate solutions with high accuracy if required. Moreover, it is not necessary to subdivide the

members of the structure to achieve the specified accuracy, as this is done automatically by the

software. Hence, this considerably reduces the data input for the structure.

Additional checks are required during the solution procedure if the aim is to establish the failure

condition of the structure at elevated temperatures. In this case, we calculate the normal stress

at the critical cross-sections of the structure. Assuming that the beam section is symmetrical

about the axis of bending, the normal stress at any cross-section is

σn =
|N |

A
+

|M|

Z
(11)

where Z is the section modulus.

The structure is deemed to have failed when any such normal stress equals the current yield

stress from Eq. (10). Hence, this is a first-yield check for failure and it results in a conser-

vative estimate of the failure condition. If the full post-yield response is required, the current

formulation can be extended using the methods discussed in our previous work [18].

Examples

Four examples are now considered, and accurate results for them are given to establish the

effects of simplifying approximations and to enable the examples to be used as benchmarks.

We define the examples in a precise way so that no uncertainties arise regarding either the

problem or solution, following the guidelines proposed by us previously [22].

The examples are deliberately chosen as small structures to keep the data requirements simple.

However, it is important to note that the numerical procedures used to solve the problems are

not restricted in size and can solve structures of any practical size. Moreover, the examples

illustrate all the nonlinear and simplifying effects we have discussed above, and hence serve our

purposes.

The various results quoted below are identified by the subscripts Lin for linear theory, BC for

beam-column theory, Bow for beam-column with bowing theory and E for extensible elastica

theory.
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Unless otherwise noted, the material properties are taken as

E(20) = 200 GPa, fy(20) = 300 MPa, α = 1.2 × 10−5/°C (12)

and an initial temperature of T0 = 20 °C is used.

Simply supported beam

Fig. 2 shows a simply supported beam under a small central load, P = EI/10L2, and subject

to a temperature change of ∆T . The load simulates an imperfection of the beam from the ideal,

straight-line configuration. The material properties are assumed to be constant with temperature

for this example.

P

L/2 L/2

C

Figure 2. Simply supported beam

The beam buckles at a critical temperature change of [23]

∆Tb =
π2

αλ2
(13)

where λ = L/r is the slenderness ratio of the beam and r is the radius of gyration of the cross-

section. Taking λ = 150, Eq. (13) gives ∆Tb ≈ 36.55 °C. Values for the vertical displacement

and bending moment at point C are given in Table 3. The results are quoted in terms of the

non-dimensional quantities v = v/L and M = ML/EI .

Table 3. Vertical displacement and bending moment at point C for simply supported

beam

∆T (°C) 1000vBc 1000vBow 1000vE 100MBc 100MBow 100ME

0 2.083 2.038 2.038 2.500 2.454 2.454

10 2.857 2.708 2.709 3.271 3.123 3.123

20 4.566 3.865 3.866 4.965 4.272 4.272

30 11.48 5.717 5.719 11.80 6.105 6.106

35 48.33 6.826 6.828 48.17 7.201 7.203

The linear theory results are

vLin =
1

480
≈ 2.083 × 10−3, MLin =

1

40
= 2.5 × 10−2 (14)

and they are independent of ∆T for constant E. The results for the beam-column theory are the

same as the linear theory results for ∆T = 0, because the axial load is zero in this case. A non-

zero axial load for the linear and beam-column theories requires ∆T > 0. The beam-column
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theory results are not the same as the linear theory results in this case, due to the coupling of

the bending and axial modes of deformation. This coupling does not occur in the linear theory.

However, the results for the beam-column theory become grossly inaccurate with increasing

temperature change. In contrast, the beam-column with bowing and elastica theories correctly

model the non-zero axial load due to the restrained horizontal displacement at the supports for

all values of ∆T . In addition, the results for the beam-column with bowing theory are acceptably

close to the elastica theory results for the given range of ∆T .

The temperature change versus displacement curves are shown in Fig. 3. The results for the

beam-column theory asymptote to infinity as ∆T approaches ∆Tb, and this theory cannot ac-

curately represent the post-buckling response of the structure. Hence, the beam-column theory

is only acceptable for modelling small temperature changes for this example. In contrast, the

beam-column with bowing theory gives results that are acceptably close to the elastica results.
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Figure 3. Results for simply supported beam

Fixed-End Beam

Fig. 4 shows a fixed-end beam subjected to a central load. A universal beam 150UB18 was

chosen for the cross section. This selection is arbitrary, and any other section could have been

used. The properties of the section are [24] A = 2300 mm2, I = 9.05 × 106 mm4 and Z =

117 × 103 mm3.

10 kN

5 m 5 m

C

Figure 4. Fixed-end beam
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Values for the vertical displacement and bending moment at point C are given in Table 4. The

change in the vertical displacement for the linear theory is only due to the change in E with

increasing temperature. Hence, the linear theory becomes more inaccurate with increasing ∆T ,

and underestimates the displacement by 35% at ∆T = 50 °C. The beam-column theory is more

accurate, with a maximum error of 5.1%. The beam-column with bowing theory results are

virtually identical to the elastica results, with a maximum error of 0.014%.

Table 4. Vertical displacement (mm) and bending moment (kN m) at point C for

fixed-end beam

∆T (°C) vLin vBc vBow vE MLin MBc MBow ME

0 28.78 28.78 28.43 28.43 12.50 12.50 12.37 12.37

20 29.04 34.27 33.58 33.59 12.50 14.37 14.13 14.13

40 29.17 42.03 40.55 40.55 12.50 17.08 16.55 16.55

50 29.23 47.38 45.07 45.08 12.50 18.94 18.12 18.12

The results for the bending moment show a similar trend. For the linear theory, the central

bending moment is constant for all ∆T . The beam-column theory is more accurate, with a

maximum error of 4.5%. Once again, the beam-column with bowing theory results are virtually

identical to the elastica results, with a maximum error of 0.01%.

Table 5 gives the results for the failure condition of the beam. The linear theory results are

grossly inaccurate, with an error of 28% for the failure temperature and a error of 42% for the

failure displacement. The beam-column theory has an error of 6.5% for the failure temperature

and an error of 0.17% for the failure displacement. The beam-column with bowing theory

provides an accurate estimate of the failure conditions, with negligible errors.

Table 5. Results at failure for fixed-end beam

Theory Temperature (°C) vC (mm) σC (MPa)

Linear 102.4 29.45 300

Beam-column 74.7 50.40 300

Beam-column with bowing 79.9 50.49 300

Elastica 79.9 50.49 300

Experimental Frame EGR

Fig. 5 shows an experimental frame that was tested to failure [25]. This frame has also been

used as a test problem for numerical approximation methods [3, 7, 10, 25]. All members

had an IPE80 cross section, with properties A = 764 mm2, I = 8.014 × 105 mm4 and Z =

2.003 × 104 mm3. The material properties were E = 210 GPa, fy = 382 MPa and α =

1.4 × 10−5/°C, and an initial temperature of T0 = 20 °C was used.

Values for the horizontal displacement and bending moment at point A are given in Table 6.

The nonlinear effects are significant for this structure for all values of ∆T . The linear theory

underestimates both the displacement and bending moment for all values of ∆T , with a maxi-

mum error of 35% for the given range of ∆T . The maximum errors for the beam column and
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Figure 5. Experimental frame EGR

Table 6. Horizontal displacement (mm) and bending moment (kN m) at point A for

experimental frame

∆T (°C) uLin uBc uBow uE MLin MBc MBow ME

0 6.071 8.588 8.588 8.579 1.463 2.020 2.020 2.018

100 7.095 9.805 9.823 9.844 1.583 2.164 2.165 2.168

200 8.183 11.17 11.21 11.26 1.693 2.309 2.311 2.318

300 9.509 13.09 13.15 13.25 1.785 2.471 2.475 2.486

400 11.26 16.17 16.28 16.45 1.843 2.675 2.683 2.699

450 12.39 18.57 18.73 18.96 1.856 2.817 2.827 2.848

beam column with bowing theories are 2.1% and 1.2%, respectively. Hence, these theories are

sufficiently accurate for this range of ∆T .

Table 7 gives the results for the failure condition of the frame. The linear theory overestimates

the failure temperature, with an error of 21%. The errors for the beam column and beam col-

umn with bowing theories are 0.48% and 0.31%, respectively. The average experimental failure

temperature for this frame was reported as 524 °C [25]. As expected, the elastica theory under-

estimates this temperature by 8.2%, since the present analysis stops at the first-yield point and

hence provides a conservative estimate of the failure condition.

Table 7. Results at failure for experimental frame

Theory Temperature (°C) uA (mm) σA (MPa)

Linear 580.0 15.95 179.9

Beam-column 483.5 19.38 233.4

Beam-column with bowing 482.7 19.51 233.8

Elastica 481.2 19.66 234.6
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The curves for temperature versus the horizontal displacement and normal stress at point A up to

the failure point are shown in Figs. 6 and 7, and confirm the increasing error with temperature

for the linear theory. Fig. 7 shows how the first-yield condition is reached when the normal

stress equals the yield stress for the current temperature.
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Figure 6. Displacement results for experimental frame
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Figure 7. Normal stress results for experimental frame

Portal Frame

As a final example, we consider the portal frame shown in Fig. 8. This frame has been adapted

from the design in [26], and models one bay of an industrial shed, similar to those that are
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commonly constructed on rural properties.
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Figure 8. Portal frame

The loading on the frame represents an extreme combination of dead and wind loads, which

attempts to simulate the loads that would occur on the structure during a catastrophic bushfire,

as for example the Victorian (Australia) bushfires in 2009 [27]. The sections chosen for the

design are given in Table 8. Although a practical design would have haunches (members 2 and

4) with variable properties, we have used constant-size haunches for simplicity.

Table 8. Properties for portal frame

Member Section A (mm2) I (106 mm4) Z (103 mm3)

1, 5 610UB125 16000 986 3230

2, 4 530UB92.4 11800 554 2080

3 360UB50.7 6470 142 798

Table 9 gives the results for the failure condition of the frame. The linear theory overestimates

the failure temperature, with an error of 5.3%. In contrast, the errors for the beam column

and beam column with bowing theories are less than 1%. The errors for the failure stress are

low, with a maximum error of 2.9% for the linear theory and negligible errors for the beam

column and beam column with bowing theories. The linear theory significantly underestimates

the failure displacement, with an error of 10.7%. The errors for the beam column and beam

column with bowing theories are more acceptable and are 2.4% and 1.1%, respectively. Hence,

these theories provide an acceptable estimate of the failure conditions.

Table 9. Results at failure for portal frame

Theory Temperature (°C) uA (mm) σB (MPa)

Linear 339.1 72.18 246.0

Beam-column 323.3 78.88 252.9

Beam-column with bowing 323.8 79.93 252.7

Elastica 322.1 80.84 253.4

ICCM2021, July 4th-8th 2021

53



Conclusions

The paper has discussed the nonlinear analysis of steel frames under thermal loads, including

fire conditions. Exact and approximate models for the members were discussed, together with

their assumptions and limitations. The effects of different assumptions were demonstrated using

several examples. Accurate results were presented for the examples, and these results can serve

as benchmarks for this class of problems.
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Abstract

A computing method is proposed to solve the two-dimensional Helmholtz operator, and the
method is used to solve the vibration problem of thin plates on Pasternak foundation with
complex boundary shape conditions. By using the shape function obtained by R-function, the
Bessel function, the basic solution and boundary conditions of the two-dimensional Helmholtz
operator, a quasi-Green function satisfying the homogeneous boundary conditions is
constructed. The integral kernels are obtained by using the properties of Bessel function, and
then the two-dimensional Helmholtz operator is transformed into integral equation by Green's
formula. The appropriate boundary equation is selected by using R-function theory to
eliminate the singularity, in which Bessel function is transformed into corresponding
numerical expression. The method is applied to analyze the free vibration problem of thin
plates on Pasternak foundation. The numerical examples show that the method is an effective
numerical method.

Keywords: Two-dimensional Helmholtz operator; R-function; Bessel function; Quasi-Green
function; Vibration problem

Introduction

Helmholtz equation is widely used in many fields such as engineering technology,
electromagnetic field theory, scattering theory, mechanics and so on. The study of its
numerical solution has not only extensive practical significance but also important theoretical
value. Traditional numerical methods, such as finite difference method, finite element method
and boundary element method, need to establish network related to interpolation node
topology.

Helmholtz operator and Pasternak foundation problem are extensively researched. Romero et
al. [1] proposed a novel boundary element approach formulated on the Bézier-Bernstein basis
to yield a geometry-independent field approximation. And the capability of the proposed
method was demonstrated for solving the Helmholtz equation in longitudinally invariant
problems. Jones et al. [2] proposed a novel dual-scale compact method for solving non
paraxial Helmholtz equations at high wave numbers. Corbo et al. [3] proposed a hybridized
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continuous/discontinuous Galerkin formulation for the Helmholtz problem that works with a
continuous trace space. Li et al. [4] proposed the geometricmulti-grid solution to solve the
grapes Helmholtz equation. Yu Du and Zhimin Zhang [5] researched super closeness of linear
discontinuous Galerkinfinite element method and its super convergence based on the
polynomial preserving recovery for Helmholtz equation. Galkowski et al. [6] considered
solving the exterior Dirichlet problem for the Helmholtz equation with the h-version of the
boundary element method using the standard second-kind combined-field integral equations.
Hoshoudy et al. [7] investigated the combined effect of density, velocity and magnetic field
gradients on the Kelvin–Helmholtz instability of two viscous fluid layers. Lin et al. [8] carried
out the explorations for solving interface problems of the Helmholtz equation by immersed
finite elements on interface independent meshes. Mandel et al. [9] proved an L p-version of
the limiting absorption principle for a class of periodic elliptic differential operators of second
order. And the result was applied to the construction of nontrivial solutions of nonlinear
Helmholtz equations with periodic coefficient functions. Stein et al. [10] studied an acoustic
model of a Helmholtz resonator under a grazing turbulent boundary layer. Shahbaztabar et al.
[11] investigated the free vibration problem of functionally graded circular cylindrical shells
resting on Pasternak elastic supports and fully or partially in contact with an ideal and
irrotational fluid. Nebojša Radić [12] researched the buckling of porous double-layered
functionally graded nanoplates in the Pasternak elastic foundation based on nonlocal strain
gradient elasticity. Mohanty et al. [13] carried out the stability analysis of a two-layer elastic
beam resting on a variable Pasternak foundation subjected to an axial pulsating load and
thermal gradient. Wei et al. [14] carried out analysis of the impact on adjacent underground
pipelines due to foundation pit excavation on the Pasternak foundation. Lin and Huang [15]
studied the deflection of discontinuous underground pipelines excavated by shield tunnels
based on Pasternak foundation. Ahmed et al. [16] studied quasi 3-D trigonometric plate theory
for bending analysis of exponentially graded plates resting on Pasternak foundations. Chen et
al. [17] applied energy method as solution for deformation of geosynthetic reinforced
embankment on Pasternak foundation. Ghafarian et al. [18] carried out the free and forced
vibration analysis of a Timoshenko beam on viscoelastic Pasternak foundation featuring
coupling between flap wise bending and torsional vibrations. Zhang et al. [19] studied the
sound-vibration behaviors of the thin orthotropic rectangular fluid-structure coupled system
resting on varying elastic Winkler and Pasternak foundations. Mohanty et al. [20] investigated
the free vibration characteristics of a two-layer elastic beam resting on a variable Pasternak
foundation. Arani et al. [21] carried out the free vibration analysis of sandwich composite
micro-beam subjected to multi physical fields using the sinusoidal shear deformation beam
theory and modified strain gradient theory. Zhao et al. [22] carried out the inner-force
calculation of bridge pile foundation in a high-steep slope based on the Pasternak
double-parameter spring model. Chen et al. [23] solved two-dimensional Helmholtz equation
indirectly by interpolated boundary element-free method. Dai et al. [24] solved the
transmission eigenvalue problem of Helmholtz equation by spectral element method.

The R-function, the Bessel function, the basic solution and boundary condition are used to
transform the two-dimensional Helmholtz operator into integral equation. The free vibration
of an elastic arbitrary polygonal thin plate on a two-parameter foundation model with simply

ICCM2021, July 4th-8th 2021

56



supported periphery is analyzed, and the corresponding mode shapes are calculated by using
the frequencies obtained. The developed method can be used Helmholtz operator with
complicated shape.

Solution of Two-Dimensional Helmholtz Operator

Basic equations of Two-Dimensional Helmholtz Operator

Considered Two-dimensional Helmholtz operator’s dirichlet problem
2 2

02 2
1 2x x

f   
  

 
(1)

Make its boundary condition become 0|  (2)

Where  is constant,    is boundary of  ’s borders, extend the function 0 to  ,

establish a function  that is smooth enough in , make 0|  . Therefore, using variable

substitution u    , and substituting expressions Eq. (1) and Eq. (2), the original problem

can be transformed into a boundary value problem with homogeneous boundary conditions as
follow.

2u u f   (3)

| 0u  (4)

Where 2
0 ( )f f      .

Quasi-Green functions of two-dimensional Helmholtz operator

Let 0w  be the first-order normalized equation of boundary [25-26]. Satisfy the following
expression.

( ) 0 x | | 1  x (5)

( ) 0 x x (6)

Using the basic solution of the problem, the quasi-Green function is constructed as follow.

0( , ) ( ) ( , )G k r e x ξ x ξ (7)

0( , ) ( )e k Rx ξ (8)

Where 0k is the second kind of zero-order deformed Bessel function. And
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2 2
1 1 2 2|| || ( ) ( )r x x      ξ x (9)

1 1 2 2( ) ( )r x i x j    
  

(10)

2 4 ( ) ( )R r    ξ x (11)

In the formula, i

, j

represent the unit vectors in the direction 1x , 2x , respectively.

Where 1 2( , )x xx , 1 2( , )ξ ξ ξ . Obviously quasi-Green's function (G x,ξ) satisfies the

condition

( 0G ξx,ξ) | (12)

Integral equation

The boundary value problem Eq. (3) and Eq. (4) are transformed into integral equation, and

Green's formula of class 2 ( )C  function is applied. For all U , V  ( )  , there are the

following expression.
2 2[ ( ) ( )] ( )U VV U U U V V d V U d

n n
 

 

 
        

  ξ ξ (13)

The u and quasi-Green's function G in formula (3) are used to replace U and V in

formula (13), respectively. Noting that 0
1 ( )
2

k r


 is the fundamental solution of

Helmholtz operator 2u u  , using formulas (4) and (12), obtain the following expression

0( ) ( ) ( ) ( , )u u u K d


   ξx x ξ xξ (14)

Where

0
1( ) ( , ) ( )
2

u G f d
 

   ξx x ξ ξ (15)

21( , ) ( ) ( , )
2

K e


   ξx ξ x ξ (16)

The expression (8) is substituted to the expression (16). By using the properties of Bessel
function, we can get

2 2
1

1 1( , ) ( )[ ( ) ]
2

K k R R R
R

 


    x ξ

2
0

1 ( )[( ) 1]
2

k R R 


   (17)

According to the relationship between R and  of formula (10), formula (17) can
eventually be transformed to the following form.

2 2
1 3

1 2 2( , ) ( ){ [1 ( ) ] [ 2 ( ) ] }
2

K k R r
R R

     


       x ξ x x
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2
0 2

1 1( ){ [ 2 ( ) ] 1}
2

k R r
R

   


   x


(18)

In which, ( )  ξ ,   ξ .

Elimination of kernel singularity

When 0R , namely ξx  and 0 , discontinuity may occur in ),( ξxK in expression

(18). In fact, when ξx  , equation (18) can be transformed to the following expression.

2 2
1

1 1( , ) | (2 ) [( ) 1 ]
2

K k     
 

     x=ξx ξ

2
0

1 (2 )[( ) 1]
2

k   


   (19a)

In order to make integral kernels )(),(  CK ξx , hypothesis

2
0 0     (19b)

The formula 0=0 is the first order normalized equation of    , which satisfies Eq. (5)

and Eq. (6). Obviously, 0 and  are the first-order normalized equations of boundary  .

According to formulas (5) and (6), equation 00  , we can get

2
0 0 0( ) 1     0

0 ( )C   

It can be obtained from the upper formula.
2 1

0 0 0[( ) 1]      (20)

By expanding the deformed Bessel function, we can get

1
1(2 )

2
k  

 
 ( 0) 

0
1(2 ) lnk  

 
 (21)

Assuming the function  of form (19b), we can obtain the power series of  , 2)(  and

2 expressed by 0 . By simplifying the equation (20), we can get

2
0 0 0 02            

2 2
0 0 0 0( ) 1 4 ( )O         
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2 2
0 02 ( )O        (22)

Substituting formulas (20) and (21) into formula (22), In order to ensure the continuity of

kernel function ( , )K x ξ in the integral domain, only 2
0 0

1 ( )
2

     is needed.

Substitute the expression of  into formula (19b), we can get

2
2 2 2 2 0

0 0 0 0 0 0
0

1 ( )1 1( ) [ ]
2 2

       


 
        (23)

Application
Basic equation

The mode differential equation for free vibration of thin plates on Pasternak foundation is
24 2D ( ) ( ) ( ) ( )pW G W kW m W    x x x x x (24)

in which,
2 2

4 2

1 2

= )
x x
 

 
 

（ is the biharmonic operator, the bending stiffness is

3

212(1 )
EhD





, h is the thickness of the plate, E and  are elastic modulus and Poisson's

ratio, respectively, k is the coefficient of elastic foundation, pG is the shear modulus of

foundation,  is the natural frequency, m is the mass per unit area, ( )W x represents the

mode function, 1 2( , )x xx ,  is the domain contained in the middle plane ( 1 2x x plane)

of the plate in Cartesian coordinate system.

Introducing intermediate variables

1 2
1 ( )

1
M M M


 


(25)

In the formula, the expression of 1M and 2M is

2 2

1 2 2
1 2

( )W WM D
x x

 
  

 

2 2

2 2 2
2 1

( )W WM D
x x

 
  

 
(26)

By substituting equation (25) into differential equation (24), the mode control differential
equation for free vibration of thin plates on Pasternak foundation can be decomposed into two
coupled lower order differential equations.

2 2
1

pGM M W
D

    x (27)
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In which,
2 2

2

1 2x x
 

  
 

is a Laplace operator, 22
1 m k   , engineering

frequency
2

f 


 .

Boundary conditions

The deflection and bending moment on the plate boundary should be zero under simply
supported constraint boundary conditions.

0W  x (29)
0M  x (30)

The Integral equations

Using the Solution of Two-Dimensional Helmholtz Operator, the boundary value problems Eq.
(27) and Eq. (30) into integral equation. Substitution of U and V in Eq. (13) by M and

quasi-Green's function G , noting that 1
2

 0 ( )k r is the fundamental solution of

Helmholtz operator. The following formulas can be obtained by using (12), (27) and (30).
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2
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2M MK e


   ξx ξ x ξ (33)

Similarly, substitution of U and V in formula (34) by W and quasi-Green's functionG of

Laplace operator in references [27-31], noting that 1 ln
2

r


is the fundamental solution of

Laplace operator. The following formulas (35) can be obtained by using (34), (28) and (29).
2 2( ) ( )U VV U U V d V U d
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According to Eq. (18) and the corresponding formulas in reference [27-31], we can get
2 2

1 3
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In the formulas, 1k is the second kind of first-order deformed Bessel function,
( )  ξ ,  ξ . The singularity of integral kernels is treated by references [27-31], which

guarantees the continuity of integral kernels ( , )MK x ξ and ( , )WK x ξ .

The integral equations (31) and (35) are discretized by the method of references [27-31]. The
natural frequencies and corresponding modes can be obtained by programming of MATLAB.

Numerical examples

Example 1 Simply supported polygonal thin plate on Pasternak foundation is shown in Figure
1. We seta=b=1, Poisson ratio v=0.3, thickness t=0.1, Modulus of elasticity E=3×109, the
mass per unit area m =780, Coefficient of elastic foundation k=2×107, the shear modulus of
foundation GP=2×106. According to R-function theory [25-26]

2 2
0 1 2 1 2       

in which 2 2
1

1 ( )
2

b y
b

   and 2 2
2

1 ( )
2

a x
a

   . Then 0 0  is the first-order boundary

normalized equation of the square plate. 2 2
1

1 ( )
2

b y
b

   and 2 2
2

1 ( )
2

a x
a

   are the

sides of a simply supported plate.
y

( , )a b( , )a b

( , )a b( , )a b 

x

Figure 1. Simply supported polygonal plate

25(5×5), 49(7×7), 81(9×9) and 121(11×11) grid layout schemes are adopted for square plates,
respectively. The results are shown in Table 1.
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Table 1． Natural frequencies f of square plate

Method
Modal order

1 2 3
Frequency Error(%) Frequency Error(%) Frequency Error(%)

The method in
this paper

25 35.621 3.378 57.561 8.612 82.502 12.191
49 34.997 1.567 55.378 4.493 78.772 7.119
81 34.762 0.885 54.406 2.659 76.753 4.373
121 34.651 0.563 53.916 1.73 75.670 2.901

Analytic solutions 34.457 --- 52.997 --- 73.537 ---

The modes corresponding to each order of frequencies are shown in Figures 2-4.

Figure 2. First-order mode shape of square plate

Figure 3. Second-order mode shape of square plate
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Figure 4. Third-order mode shape of square plate

Example 2 Simply supported rectangular thin plates around Pasternak foundation are shown
in Fig.1. We set a=1.25, b=1, other parameters applied are shown in example 1. According to
R-function theory [25-26]

2 2
0 1 2 1 2       

in which 2 2
1

1 ( )
2

b y
b

   and 2 2
2

1 ( )
2

a x
a

   . Then 0 0  is the first-order boundary

normalized equation of the rectangular plate. 2 2
1

1 ( )
2

b y
b

   and 2 2
2

1 ( )
2

a x
a

   are

the sides of a simply supported plate.

25(5×5), 49(7×7), 81(9×9) and 121(11×11) grid layout schemes are adopted for rectangular
plates, respectively. The results are shown in Table 2.

Table 2. Natural frequencies f of rectangularplate

Method
Modal order

1 2 3
Frequency Error(%) Frequency Error(%) Frequency Error(%)

The method in
this paper

25 33.528 3.058 46.685 6.867 55.503 9.644
49 32.997 1.426 45.278 3.647 53.100 4.897
81 32.796 0.808 44.629 2.161 52.083 2.888
121 32.701 0.516 44.300 1.408 51.576 1.887

Analytic solutions 32.533 --- 43.685 --- 50.621 ---

The modes corresponding to each order of frequencies are shown in Figures 5-7.
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Figure 5. First-order mode shape of rectangular plate

Figure 6. Second-order mode shape of rectangular plate

Figure 7. Third-order mode shape of rectangular plate
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Example 3 Simply supported trapezoidal thin plate on Pasternak foundation is shown in Fig.8.
We seta=1.5, b=1 and c=2, other parameters applied are shown in example 1. According to
R-function theory [25-26]

2 2 2 2 2 2 2 2 2
0 1 2 3 1 2 1 3 2 3 1 2 3+                      

in which 1
)c y y

c
 


（ , 2

2

1 ( )
1 ( )

ac c x y
a b a bc

a b

   
 




,

and 3
2

1 ( )
1 ( )

ac c x y
a b a bc

a b

   
 




. Then 0 0  is the first-order boundary normalized

equation for the trapezoidal plate. 1 0  , 2 0  and 3 0  are each side of the simply

supported trapezoidal plate.

y

x( ,0)a ( , 0)a

( , )b c
( , )b c

Figure 8. Simply Supported Trapezoidal Plate

25(5×5), 49(7×7), 81(9×9) and 121(11×11) grid layout schemes are adopted for rectangular
plate, respectively. The results are shown in Table 3.

Table 3. Natural frequencies f of trapezoidal plate

Method
Modal order

1 2 3
frequency frequency frequency

The method in this paper

25 33.573 46.928 55.514
49 33.078 45.482 53.136
81 32.892 44.862 52.147
121 32.802 44.544 51.657

The modes corresponding to each order of frequencies are shown in Figures 9-11.
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Figure 9. First-order mode shape of trapezoidal plate

Figure .10 Second-order mode of trapezoidal plate

Figure 11. Third-order mode of trapezoidal plate

Example 4 Simply supported polygonal thin plates on Pasternak foundation are shown in
Fig.12 .We set a=1.5, b=2.0, c=0.75, d=1.0, other parameters applied are shown in example 1.
According to R-function theory [25-26]
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4 0  are the sides of the simply supported L-shaped plate.
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y
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x

Figure 12. Simply supported L-shaped plate

L-shaped plate are arranged in 27(9×3), 75(25×3) and 147(49×3) grids respectively. The
results are shown in Table 4.

Table 4. Natural frequencies f of L-shaped plate
Method Modal order

1 2 3
Frequency Frequency Frequency

The method in this paper
27 29.146 33.701 38.056
75 28.654 32.903 36.593
147 28.486 32.566 36.005

The modes corresponding to each order of frequencies are shown in Figures 13-15.

Figure 13. First-order mode shape of L-shaped plate
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Figure 14. Second-order mode L-shaped plate

Figure 15. Third-order modes of L-shaped plate

Example 5 Simply supported I-shaped thin plate on Pasternak foundation is shown in Fig.16.
We seta=1.2, b=1.5, c=1, d=1, other parameters applied are shown in example 1. According to
R-function theory [25-26]
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  . Then 0 0  is the

first-order boundary normalized equation of I-shaped plate. 1 0  , 2 0  , 3 0  and

4 0  are each side of the I-shaped plate.
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Figure 16. Simply supported I-shaped plate

The I-shaped plate are arranged in 27(9×3), 75(25×3) and 147(49×3) grids, respectively. The
results are shown in Table 5.

Table 5. Natural frequencies f of simply supported I-shaped plate

Method
Modal order

1 2 3
Frequency Frequency Frequency

The method in this paper
27 32.709 40.174 52.989
75 32.008 39.520 52.159
147 31.745 39.137 50.743

The modes corresponding to each order of frequencies are shown in Figures 17-19.

Figure 17. First-order mode shape of I-shaped plate
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Figure 18. Second-order mode shape of I-shaped plate

Figure 19. Third-order mode shape of I-shaped plate

Conclusions

The frequencies of square plate, rectangle plate, trapezoid plate, L-plate and I-plate shown in
Table 1, Table 2, Table 3, Table 4 and Table 5 converge with the increase of grid, and the
frequencies of square plate and rectangle plate shown in Table 1 and Table 2 are compared
with the corresponding analytical solutions, indicating the convergence and high precision of
the method. Moreover, the corresponding mode shapes are obtained by the calculated
frequencies of each plate. It is proved that R-function theory is effective for the expression of
complex shape. Compared with the analytical solution, the feasibility and effectiveness of this
method are also proved. The computing method of two-dimensional Helmholtz operator
introduced in this paper used to analyze the free vibration of simply supported thin plate with
arbitrary shape is effective. The convergence speed of this proposed method is fast and it is
very practical for solving boundary value problems. It can also further develop its application
in interdisciplinary fields.
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Abstract

The underground structure in the soil is difficult to repair after the earthquake, and the rescue
is also a difficult problem. Therefore, reasonable determination of seismic reliability of
underground structure can ensure the seismic capacity of underground structure in seismic
analysis and design. The response of underground structure in earthquake is mainly controlled
by the deformation of surrounding soil. In addition to the uncertainty of ground motion and
structural material and form, the uncertainty of soil parameters is the key factor affecting its
seismic reliability. The seismic reliability analysis of underground structure is a stochastic
dynamic problem. For the determined underground structure, in order to study the influence
of the randomness of soil parameters, it is necessary to control the influence of the
randomness of ground motion. Here, the method of generating the ground motion which
belongs to the same probability complete set is used to control the variables. In order to
improve the calculation effect and accuracy, an improved Monte Carlo simulation method is
used to select the sample points, and the dynamic time history analysis is carried out with and
without considering the randomness of soil parameters. The probability that the inter-storey
drift ratio does not exceed the limit value given in the code is defined as the seismic reliability
of subway station. The results show that ignoring the randomness of soil parameters will
underestimate the potential earthquake disasters faced by underground structures, and reduce
the requirements for the seismic capacity of underground structures. The influence of
randomness of soil parameters on seismic reliability of underground structures should be
included in the future seismic research.

Keywords: Subway station structure; Randomness of soil parameters; Seismic reliability;
Monte Carlo simulation method; Uncertainty analysis

Introduction

Subway station structure plays the role of urban lifeline in urban rail transit. Once it is
damaged by earthquake, it is very difficult to repair the structure and rescue the personnel.
Generally speaking, the randomness of structural seismic reliability mainly comes from two
aspects. One is the randomness of ground motion, including frequency, intensity, propagation
direction and other parameters [1]-[3]. On the other hand, it is the randomness of the structure
itself, including the structural form and the material properties of the structure itself [4] [5].
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Different from the above ground structure, the mechanical behavior of subway station during
earthquake is mainly controlled by the deformation of soil, and the influence of soil parameter
randomness on the seismic reliability of the structure can not be ignored.

It is a new trend to improve the seismic design method to predict the influence of soil
conditions on seismic reliability of underground structures. In fact, the evolution of geological
conditions occurs at all times, and even the soil properties of the same site have great
variability [6]. For seismic analysis, in addition to the physical and mechanical parameters
such as soil density and void ratio, it is worthier of attention to the shear wave velocity of soil.
In the seismic code of China and the United States, shear wave velocity is used as the basis
for site classification [7]-[9]. Some studies on the influence of shear wave velocity on seismic
response have also been published [6] [10] [11]. In view of the uncertainty of shear wave
velocity in soil, Toro et al. [12] established a shear wave velocity profile model based on the
analysis of more than 500 shear wave velocity profiles. The model simplifies the analysis and
takes into account the inter layer correlation of soil layers. This paper uses this method for
reference, and establishes the shear wave velocity profile which is suitable for the model
studied in this paper by Monte Carlo simulation method, and takes it as the input parameter of
seismic analysis.

The purpose of this paper is to study the influence of the randomness of soil parameters on the
seismic reliability of structures. Therefore, the randomness of ground motions should be
eliminated or unified in the seismic reliability analysis of certain subway station structures.
Liu et al. [13] used the idea of random function to reduce the number of random variables
needed to generate ground motions to one. The ground motions generated by this method
belong to the same probability complete set. For this kind of uncertainty problem, the same
randomness of ground motions can be ensured statistically by generating ground motions
according to the above method for dynamic time history analysis.

In conclusion, in order to explore the influence of soil parameters randomness on the seismic
reliability of subway station structure, this paper uses Monte Carlo simulation method to
generate random ground motion and shear wave velocity profiles, which are used as input
parameters for dynamic time history analysis. For underground RC frame structures such as
subway stations, the inter-storey drift ratio is an effective seismic performance evaluation
index [14] [15]. The inter-storey drift ratio limit values of underground RC frame structure in
elastic and elastoplastic state are also given in Chinese seismic codes [7] [8]. It is a reasonable
method to define the probability of not exceeding the limit of inter-storey drift ratio given in
the codes as the seismic reliability of subway station structure. The seismic reliability of
subway station structure with and without considering the randomness of soil parameters is
calculated respectively. The results show that the seismic damage risk of underground
structure will increase without considering the randomness of soil parameters. Therefore, in
the seismic analysis and design of underground structures, it is necessary to treat soil
parameters as random variables for uncertainty analysis.
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Point selection strategy

When sampling with Monte Carlo simulation method, the selection of sample points must be
representative. The traditional Monte Carlo simulation method uses the method of generating
random numbers to select sample points. When the number of sampling is less, the
distribution of sample points will be uneven. In order to ensure the uniformity of sampling
and reduce the cost of calculation, an improved Monte Carlo simulation method is adopted in
this paper, that is, the Latin hypercube sampling method [16] is used to evenly divide the
interval of generating random number, and then random points are selected in each new area,
so as to ensure the uniformity of sample points. It is worth mentioning that, based on the
randomly generated (0,1) interval obeying uniformly distributed sample points, the method of
inverse CDF transform can be used to sample random variables of any distribution form [17].

Therefore, the point selection strategy of this paper is as follows: (1) according to the number
of representative points n, the (0,1) interval is evenly divided, and n new areas are obtained; (2)
Sampling points are randomly selected in each new area; (3) Through the inverse CDF
transformation of the above sample points, random variable sampling under arbitrary
distribution is completed.

Finite element model

The model studied in this paper is a typical two-story three span subway station structure in
Shanghai. The height and width of the subway station structure are 12.37m and 20.9m
respectively. The total height and width of the soil structure interaction model shown in
Figure 1 are 60.5m and 1000m respectively. A 280m wide infinite element boundary is set on
both sides of the site to eliminate the influence of seismic reflection.

Figure 1. Soil structure interaction model

Soil parameters and shear wave velocity profile

Soil parameters

The soil parameters of the original site are shown in Table 1.
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Table 1. Soil layer information

Soil
layer Soil name

Mass
density
(kg•m-3)

Cohesion
(kPa)

Angle of
internal
friction

(°)

The mean of
the shear

wave
velocity(m/s)

The standard
deviation of

the shear
wave

velocity(m/s)

S1 Brown yellow silty
clay 1920 16.90 25.00 101 9.25

S2 Grey silty clay 1670 11.00 11.20 130 14.24

S3 Dark green silty
clay 1950 44.0 16.40 292 44.38

S4 Grassy yellow, gray
sandy silt 1820 2.00 31.10 278 42.26

S5 Gray clay 1770 17.00 15.20 231 43.66

S6
Gray silty clay

interbedded with
silt

1840 8.00 28.10 279 24.55

Shear wave velocity profile

Toro [12] established a shear wave velocity profile model considering the correlation between
soil layers, which assumes that the shear wave velocity obeys lognormal distribution at any
depth. In order to facilitate the application of the model in different site conditions, Toro [12]
analyzed more than 500 shear wave velocity profiles, divided the site into different categories
according to the equivalent shear wave velocity within 30 meters depth, 30sV , and gave the
model parameters with different correlations.

Assuming that sV obeys lognormal distribution at any depth, the shear wave velocity of layer
i can be expressed as follows:

    , lnexp lns s m i Vs
V i V i X      (1)

Among them,  ,s mV i is the mean value of  sV i , lnVs
 is the natural logarithm of the

standard deviation of  sV i , both are calculated according to the data in table 1; iX is a
standard normal distribution random variable, which represents the standard deviation number
between  ln sV i   and  ,ln s mV i   in the logarithmic space.

The correlation of iX can be expressed by Eq. (2):
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i is a standard normal distribution random variable with a mean value of 0 and a standard

deviation of 1; IL is the correlation coefficient between layer i and layer i-1, and C can be

expressed as a function of depth d and layer thickness t, as shown in Eq. (3):

       , 1IL d t dd t d t d        (3)

Where,  d d and  t t represent depth correlation coefficient and layer thickness

correlation coefficient respectively, and their definitions are shown in Eq. (4) and Eq. (5)

respectively:
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Among them, 200 , 0d , b , 0 and  are all related parameters of the model, which are
determined according to the average shear wave velocity 30sV in the field within 30 m depth.
According to reference [12], the values of the above five parameters are

200 0.98  , 0 0d  , 0.344b  , 0 0.99  , 3.9  respectively.

The random shear wave velocity profile generated in this paper is shown in Figure 2. In order
to describe the variation range of shear wave velocity profile, the profiles at

ss lnVExp(ln V 2σ ) are given. It can be seen from the figure that three randomly generated
samples are roughly distributed in this range. In addition, it can also be noted that with the
increase of depth, the overall trend of shear wave velocity increases, but there will be local
reentry.
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Figure 2. Shear wave velocity profile

Influence of randomness of soil parameters on reliability of subway station

In order to explore the influence of soil parameter randomness on the seismic reliability of
subway station structure, the random shear wave velocity profile is used as the input
parameter. According to the random ground motion generation method proposed by Liu et al.
[13], the ground motions under the same probability complete set are obtained to control its
influence on the seismic reliability of the structure. This method only needs to provide the
phase angle θ, Figure 3 shows a typical time history acceleration-ground motion curve.

Figure 3. Typical ground motion
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The inter-storey drift ratio is an effective index to evaluate the seismic performance of
underground RC frame structure. Here, the reliability r of subway station structure is defined
as the probability of not exceeding the specified inter-storey drift ratio limit. In China's
seismic codes [7] [8], the limit of inter-storey drift ratio of underground RC frame structures
under elastic and elastic-plastic state is given, as shown in Table 2.

Table 2. Limit of the inter-storey drift ratio in Chinese codes

Chinese codes Applicable objects ES EPS

Code for seismic design of

subway structures

(DG/TJ 08-2064-2009)

Concrete frame structure 1/550 -

Reinforced concrete frame structure - 1/250

Standard for seismic design of

underground structures

(GB/T 51336-2018)

Single-layer or double-layer

rectangular section structure
1/550 1/250

Three-storey and above rectangular

section structure
1/1000 1/250

Note: ES is the elastic state, EPS is the elastic-plastic state.

The seismic reliability analysis of the soil-structure interaction model studied in this paper
involves a total of seven basic random variables, which are respectively the shear wave
velocity of six soil layers and the phase angle of ground motion. According to the point
selection strategy described in Chapter 2, 300 sample points, i.e., 300 cases of different
ground motion and shear wave velocity profiles, were generated. The dynamic time history
analysis was conducted for the above 300 working conditions (considering the randomness of
soil parameters) and the original site condition using only the above 300 ground motions
(without considering the randomness of soil parameters). The maximum interlayer
displacement Angle in each working condition was extracted, and the inter-storey drift ratio
corresponding to the ground motion samples was drawn in Fig. 4. Fig. 4 (a) is the distribution
of inter-storey drift ratio without considering the randomness of soil parameters, and Fig. 4 (b)
is the distribution of inter-storey drift ratio with the randomness of soil parameters considered.

Compared with figure 4 (a) and Figure 4 (b), it can be seen that under the premise of the same
seismic samples, the inter-storey drift ratio distribution is more dispersed when considering
the randomness of soil parameters, which well illustrates the influence of randomness of soil
parameters on the seismic response of underground structures. Taking the maximum value as

ICCM2021, July 4th-8th 2021

80



an example, the maximum value of inter-storey drift ratio without considering the randomness
of soil parameters is about 0.0027, and the minimum value is about 0.0008; Considering the
randomness of soil parameters, the maximum value of inter-storey drift ratio is about 0.0053,
and the minimum value is about 0.0006. The maximum difference between the two cases is as
high as one time. In the seismic analysis and design, if the influence of random soil
parameters on the seismic response of underground structures is not fully considered, the
seismic risk of the structure will be underestimated.

Figure 4. Distribution of inter-storey drift ratio

According to the code for the limit value of inter-storey drift ratio, the seismic reliability
index of subway station structure is defined as the probability of not exceeding the limit value
given in the code, which are the reliability Re in elastic state and the reliability Rep in
elastic-plastic state. Table 3 lists the reliability of subway station structure with or without
random soil parameters.

Table 3. Comparison of reliability

The randomness of soil parameters
is not considered

The randomness of soil parameters
is considered

Re 0.5300 0.4833

Rep 1 0.9867

Note: Re is the reliability of elastic state, Rep is the reliability of elastic plastic state.

It can be seen from Table 3 that the seismic reliability of subway station without considering
the randomness of soil parameters is always greater than that of subway station with
considering the randomness of soil parameters in both elastic and elastic-plastic states. In the
elastic-plastic state, without considering the influence of soil parameter randomness on the
seismic reliability of subway station, the reliability reaches 100%. Obviously, such evaluation
will reduce the construction requirements of underground structures and bring potential risk
factors. Therefore, reasonable consideration of the randomness of soil parameters is the key
step to ensure the seismic capacity of underground structures.
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Conclusions

The seismic reliability of underground structures contains many uncertainties. Compared with
the above ground structures, the most important source of uncertainty is the uncertainty of soil
parameters. In this paper, the improved Monte Carlo simulation method is used to generate
representative sample points. By controlling the ground motion variables under the same
probability complete set, the seismic reliability of subway station structure with and without
considering the randomness of soil parameters is studied. The results show that when the
randomness of soil parameters is not considered, the seismic response distribution of the
structure is more concentrated. And the maximum value of inter-storey drift ratio is only half
of that considering the randomness of soil parameters, which will underestimate the potential
seismic disaster of underground structures. According to the limit value of inter-storey drift
ratio given by the code, the seismic reliability of subway station structure is defined. It is
found that the corresponding seismic reliability will be overestimated without considering the
influence of random soil parameters on the seismic response of subway station structure,
which will reduce the seismic demand of underground structure and increase the risk of
earthquake. Therefore, in the seismic analysis and design of underground structures, the
uncertainty of soil parameters should be considered, and the seismic reliability of
underground structures should be analyzed combined with the real site conditions to ensure
the seismic capacity of underground structures.
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Abstract 
This study deals with spatial truss structures composed of a double layer spatial truss dome 
and two truss plate-type wall substructures subjected to horizontal earthquake motion. 
Comparative investigations of the structures are also carried out by considering the structural 
eccentricity varying the wall height. The equivalent static seismic force, which is hereinafter 
referred to as the static seismic force, is calculated by the response spectrum method, and the 
seismic force distribution and response deformation applied on the structure are analyzed and 
investigated. The elastic seismic response analysis using static seismic force and the influence 
of eccentricity on seismic response characteristics is carried out. In addition, a method to 
calculate the static seismic force of medium and medium-sized large-span double-layer truss 
dome is also proposed by considering the shape, height, span and support conditions of the 
structure. The purpose of this study is to investigate an effect of the substructure on the 
seismic static force because the roof truss structure with curved surface has higher stiffness. In 
addition, the seismic response characteristics of long-span structures are different from those 
of multi-story structures, which have the structural characteristics of its vertical response as 
well as horizontal response to horizontal earthquake motion. Based on the elastic seismic 
response analysis and the static analysis of the static seismic force calculated by the response 
spectrum method, the seismic force distribution and deformation characteristics of the 
analysis model with or without eccentricity are analyzed and discussed. It is seen that the 
static equivalent modeling with the maximum effective mass ratio can be used to obtain the 
seismic force distribution in this kind of long-span structure. 
Keywords: Spatial truss structure, Truss wall, Truss dome, Horizontal earthquake motions, 
Equivalent static seismic force, Seismic force distribution, Structural eccentricity. 
 

Introduction 

The in-plane stiffness of roof truss with curved surface is high, so the depth can be reduced 
relative to the span. In addition, the seismic response of long-span structure is different from 
that of multi-story structure, which has the structural characteristics of not only horizontal 
vibration but also vertical response. Considering the shape, height, span and support 
conditions, a method for calculating the static seismic force of medium and small-scale large-
span double-layer solid vault is also proposed. 
In this study, the equivalent static seismic force, which is hereinafter referred to as static 
seismic force, is calculated by the response spectrum method. The seismic force distribution 
and the response deformation of the double-layer truss roof supporting the three-dimensional 
truss walls are also carried out by the elastic dynamic analysis. In addition, the elastic static 
analysis using the static seismic force are compared with the dynamic analysis and the effect 
of the eccentricity on seismic response state is also investigated by the results of the both 
analyses. 
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Analysis models 

The analysis models are composed of roofs and walls integrated double-layer three-
dimensional truss structure as shown in Fig. 1.  The one of the analysis models is generated 
by the structural eccentricity in the Z direction in Fig.1(a). The two roof structures in Fig.1(a) 
and (b) have the same structural characteristics as shown in Table 1. They have EP dome 
shape with the curvature radii Rx1, Rx2, Rz1 and Rz2 in Fig. 2. The half open angles of the dome 
have θ x = θ z = 30 ° along two directions such as X and Z directions. 
The two wall structures with the different height are also shown in Fig. 3. The wall model H 
is set to be the half height of wall model F. 
 
 
 
 
 
 
    
 
 
 

 
(a) With eccentricity                    (b) Without eccentricity 

Figure 1. Analysis model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Root type truss EP dome 
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Table 1. Structural form of analysis models 

Structural 
classification 

Ingredient 
direction Analysis motel 1 2 3 

Roof 
structure 

X direction 

Half-open angle:θx (deg) 30 30 30 
Radius of curvature of the 

first chord: Rx1 (m) 17.882 12.534 10.234 

Radius of curvature of the 
first chord: Rx2 (m) 16.882 11.534 9.234 

Span: Lx (m) 16.882 16.312 15.994 

Z direction 

Half-open angle: θz (deg) 30 45 50 
Radius of curvature of the 

first chord: Rzl (m) 15.000 15.000 15.000 

Radius of curvature of the 
first chord: Rz2 (m) 14.000 14.000 14.000 

 Rise: H (m) 3.923 5.019 6.085 
 Layer spacing: d (m) 1.000 1.000 1.000 

Wall 
structure 

Y direction 

Height 
direction 
length: 

Ly 

With 
eccentricity (m) 4.000 4.000 4.000 

Without 
eccentricity (m) 8.000 8.000 8.000 

Z direction Column direction span: Lz (m) 14.000 14.000 14.000 
 Layer spacing: d (m) 1.000 1.000 1.000 

 
 
 
 
 
 

 
 
 
 

(a) Wall model F 

 
 
 
 
 
 
 

(b) Wall model H 

Figure 3. Wall type truss walls 

Used members in the structures 

The used member characteristics such as the cross-sectional area and the slenderness ratio are 
determined by means of the allowable stress calculation conventional method. The snow load 
and dead load are used as the design loads of the analysis models. 
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The analysis models are assumed to be built in a heavy snow area. The deepest snow load of 
2m with the unit volume weight of snow 30N / m2 / cm is used as the snow load for the long-
term structural design. The uniform distributed weight for seismic response analysis is taken 
to be 35% (0.7m) of the maximum depth (2m). The slenderness ratio of all the members such 
as the upper chord, lower chord, and web is taken to be 60 in the wall structures. The cross-
sectional area of the members of the wall structures is determined by long-term allowable 
stress calculation, as shown in Table 2. 
The member slenderness ratio of the dome structure is taken to be 80 at the upper and the 
lower chord members and 100 at the web members respectively. The member sectional area is 
shown in Fig. 4. 
 
 
 
 
 
 
 
 
 

(a) Upper chords members (b) Lower chord members (c) Web members 

 
 
 
 
 
 

 

(D) Legend of member cross-sectional area 

Figure 4. Cross-sectional area of roof members 

Table 2. Area of roof and wall structures, cane supported with roof and wall 

 
Semi-
closed 
angle 

Used members for wall structure 
Cane 

members 
Upper and 

lower chord 
members 

Web 
members 

Slendernes
s ratio 60 
members 

Cross-sectional 
area of used 

members 
(mm2) 

30 degrees 1600 2700 3200 2700 

Comparison between elastic dynamic response analyses and response spectrum static 
analyses by using static seismic forces 

The seismic force distribution and deformation properties of this truss structure will be 
analyzed and investigated based on the elastic seismic response analysis and the static 
analysis using the static seismic force calculated from the response spectrum method. The 
horizontal ground motion is acting for the longitudinal direction. 
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Seismic force distribution and deformation property based on seismic force distribution of 
analysis model 1 without eccentricity 

Fig. 5 shows the static seismic force using the 6th-order mode (natural period T6=0.146s) of 
the analysis model without eccentricity. For the acceleration response spectrum, the observed 
wave phase of El-Centro 1940 and the announced spectrum were set as the target spectra. The 
reason for adopting the 6th-order mode is that the effective mass ratio is 0.95, which is the 
largest value in the direction along the wall. The mode shape appears a shear deformation 
type of the wall. 
 
 
 
 
 
 
 
 
 

(a) Seismic force distribution (x-y plane) (b) Seismic force distribution (y-z plane) 

Figure 5. Distribution map of static seismic force 

The following seismic force distribution is recognized from this figure. That is, in the 
distribution (y-z plane), the roof response acceleration applies the seismic force in the vertical 
direction in a symmetrical distribution, and the walls response acceleration applies the seismic 
force in the out-of-plane direction due to the thrust from the roof. In the distribution (x-y 
plane), the roof receives a vertical seismic force in inverse symmetry, and the walls response 
acceleration applies a horizontal seismic force with an inverted triangular distribution. 
Regarding the seismic force acting on the roof cross section in the direction from the center 
point of the wall in the girder direction, the seismic response analysis and static seismic force 
are normalized and shown in Fig. 6 (a). The seismic force obtained by seismic response 
analysis was calculated as follows. That is, at the time when the maximum response 
acceleration in the girder direction of the center point of the upper surface of the dome 
became maximum, the response accelerations of all the nodes were obtained from the time 
history response analysis. Next, the seismic force is calculated by multiplying the mass of 
each node by the response acceleration. It can be seen that the seismic response analysis and 
static analysis have relatively close distributions from Fig. 6 (a). 
Deformation properties in Fig. 6 (b) show the deformation diagram by the seismic response 
analysis, and Fig. 6 (c) shows a deformation diagram of static analysis by applying static 
seismic force. From this, the following can be confirmed for the roof structure. That is, in 
static analysis, it floats forward in the distribution (y-z plane). On the other hand, a 
deformation that sinks behind the girder appears. In the seismic response analysis, the same 
deformation is seen, but compared to the static analysis, the roof plate is smoothly deformed 
into a rigid body. The following was confirmed for the wall structure. That is, the outside of 
the wall surface is deformed due to the thrust from the roof structure in the girder direction. 
On the other hand, it was confirmed that the shear deformation property was shown in the 
wall direction. 
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Elastic seismic response analysis 
 

         Static analysis by static seismic force 
 
(a) Normalized seismic force distribution 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) Seismic response analysis       (c) Static analysis by static seismic force 

Figure 6. Comparison of seismic force distribution acting on the roof and deformation 

 

Investigation of deformation properties of analysis model with and without eccentricity 

The deformation properties of the reverse object can be confirmed on the roof with 
eccentricity from the comparison of static analysis with and without eccentricity (Fig. 7). 
 
 
 
 
 
 
 
 

 
 

(a) With eccentricity (b) Without eccentricity 

Figure 7. Comparison of deformation properties with and without eccentricity 
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Conclusions 

The equivalent static seismic forces and deformations are investigated by means of the static 
equivalent modeling of dynamic seismic forces for realizing earthquake resistant spatial truss 
structures.  It has been confirmed that the proposed method shows a good agreement with the 
dynamic analysis of the spatial truss structures subjected to earthquake motion. 
Whether there is eccentricity or not will affect the seismic response of the roof structure. The 
eccentricity analysis model can clarify the seismic response of the wave caused by the roof 
structure through the rigidity difference of the wall. In addition, no matter whether it is 
eccentric or not, the roof structure will induce the wall seismic force due to the vertical 
vibration. The wall structure also vibrates in the out of plane direction. The out of plane 
bending deformation has been occurred due to the force. 
The seismic force distribution could be obtained using the mode with the maximum effective 
mass ratio in the case of this structure with a span of about 17 m. It was also confirmed that 
the out-of-plane response of the lower wall structure was affected by the thrust of the vertical 
vibration of the roof-type dome. 
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Abstract 

A probability density function (PDF)-based performance shift approach (PPSA) is proposed 

for sequential reliability-based design optimization (RBDO), which provides an effective tool 

for complex engineering design with consideration of uncertainties associated with design 

variables and simulation models. It converts the double-loop probabilistic optimization into a 

serial of cycles of reliability assessment and deterministic optimization through a performance 

shift strategy. The approach further proceeds by calculating the performance shift scalar and 

then solving a deterministic design optimization at each cycle, and eventually converges to 

the optimum design solution. The novelty of the proposed approach lies in two main aspects. 

First, the shift scalar is deducted for each probabilistic constraint in the response space, rather 

than in the design variable space, through which the violated constraints are moved towards 

the reliable region and the design solutions are improved progressively. Second, reliability 

analysis methods that calculate the moments or probability density functions, rather than most 

probable points or reliability indexes, are able to be integrated in the sequential RBDO 

framework, through which we could enhance the performance of existing sequential RBDO 

methods, especially the computational efficiency. Three numerical examples are investigated 

to demonstrate the effectiveness of the proposed approach, and the proposed approach is 

further utilized to perform crashworthiness design of a vehicle side impact problem.  

Keywords: Reliability-based design optimization; Performance shift scalar; Probability 

density function; Dimension reduction method;  

 

Example - Crashworthiness design for vehicle side impact 

 
Barrier

Impacted 

Vehicle

 
Figure 1. A vehicle side impact problem 

Vehicle crashworthiness design is critical due to its extreme importance to guarantee the 

security of passengers. Among all the traffic accidents, vehicle side impact presently has been 

a principal factor leading to death of passengers, only second to frontal impact[1]-[3]. For a 

vehicle body, its two sides have a relatively weaker mechanical performance than the other 

parts. Vehicle side impact has a relatively small buffer area and hence its impact deformation 

is likely to cause severe injury of a passenger. Therefore, the crashworthiness design of a 

vehicle side impact problem is investigated, as shown in Fig. 1, in which the barrier impacts 
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the vehicle from the side with an initial velocity of 49.89kph. Generally, a crashworthiness 

design must satisfy internal and regulated side impact requirements specified by the vehicle 

market. In this study, the European Enhanced Vehicle-Safety Committee (EEVC) side impact 

criteria are used, as shown in Table 1, which include Head Injury Criterion (HIC), abdomen 

load, pubic symphysis force, VC’s (viscous criteria), and rib deflections (upper, middle, and 

lower). Furthermore, the velocity of the B-pillar at the middle point and the velocity of the 

front door at the B-pillar should also meet regulated safety criteria in the vehicle side impact 

problems. 

 

In the crashworthiness design of vehicle side impact, the optimization objective is to maintain 

or improve the vehicle safety performance as measured by the given safety rating criteria 

shown in Table 1, while minimizing the vehicle weight. Due to the existence of uncertainties 

in material properties, manufacturing processes and simulation models, etc., a reliability-

based design optimization is required to obtain the reliable and robust crashworthiness design. 

The RBDO model is formulated as below[4]-[6]: 
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μ μ μ μ

：

：

  (1) 

In this model, ten probabilistic constraints are used to maintain the reliability of vehicle 

crashworthiness design. Nine random design variables are considered in the design 

optimization, which include thickness (X1–X7) and material properties (X8, X9) of critical 

vehicle parts, as shown in Table 2. Xμ  
denotes the vector of mean values of the random 

design variables. Two random parameters are the barrier height and hitting position, which 

can vary from −30mm to 30mm according to the physical test. 

 

A finite element analysis (FEA) model, as shown in Fig. 1, is established to compute the 

responses of the vehicle side impact problem. The model consists of 85941 shell elements and 

96122 nodes. The computational time for one simulation of this FEA model using the 

RADIOSS software is approximately 20 hours on an SGI Origin 2000. Due to the high 

computational cost, the explicit response surface is generated for each vehicle impact 

response using the quadratic backward-Stepwise Regression method [4][7]: 
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  (2) 

PPSA and SORA [8] are used to perform reliability-based crashworthiness design of the 

vehicle side impact problem, the results of which are presented in Table 1 and Table 2, 

respectively. It can be found that PPSA obtains the optimal design variables Xμ =(0.607, 

1.329, 0.506, 1.5, 0.658, 1.5, 0.5, 0.345, 0.192), and at this case the vehicle weight is25.90. 

On the contrary, SORA obtains the optimal design variables. Xμ = (0.5, 1.378, 0.5, 1.420, 

0.691, 1.5, 0.5, 0.345, 0.192), and the vehicle weight is 25.40. In other words, PPSA and 

SORA obtains relatively close objective function values, e.g. vehicle weight, the deviation 

between which is only 1.93%. However, the computational cost of PPSA and SORA 

demonstrates a large deviation. PPSA requires only 2524 function evaluations to obtain the 

optimal design, while SORA requires 4913 function evaluations. The number of function 

evaluations of SORA is almost two times as much as that of PPSA. To make an intuitive 

comparison between PPSA and SORA, the convergence history of both methods is shown in 

Fig. 2. It is found that the convergence process of PPSA is much shorter than that of SORA, 

which also indicates the higher computational efficiency of PPSA. Therefore, for this vehicle 

side impact crashworthiness design, PPSA demonstrates a much higher computational 

efficiency than SORA, while it obtains a close vehicle weight as SORA. 

Table 1 EEVC regulations and requirements for vehicle side impact 

Performance Unit 
EEVC 

regulation 

Given safety rating 

criteria 
Initial design 

Abdomen Load KN 2.5 1.0 0.663 

Rib Deflection 

Upper 

mm 42 32 

28.5 

Middle 39.0 

Lower 34.0 

VC 

Upper 

m/s 1.0 0.32 

0.22 

Middle 0.21 

Lower 0.31 
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Pubic Symphysis Force KN 6 4.0 4.067 

HIC ~ 1000 650 229.4 

 

Table 2 Design variables and random parameters in the vehicle side impact model 

 Symbol Description 
Distribution 

type 

Standard 

deviation 
Mean 

Upper 

bound 

Lower 

bound 

Random 

design 

variable 

1X  
B-pillar inner 

thickness 
Normal 0.03 1 0.5 1.5 

2X  
B-pillar 

thickness 

reinforce 

Normal 0.03 1 0.5 1.5 

3X  
Floor side 

inner 

thickness 

Normal 0.03 1 0.5 1.5 

4X  
Cross 

member 

thickness 

Normal 0.03 1 0.5 1.5 

5X  
Door beam 

thickness 
Normal 0.03 1 0.5 1.5 

6X  
Door beltline 

thickness 
Normal 0.03 1 0.5 1.5 

7X  
Roof rail 

thickness 
Normal 0.03 1 0.5 1.5 

8X  
B-pillar inner 

material 
Normal 0.006 0.3 0.192 0.345 

9X  
Floor side 

inner material 
Normal 0.006 0.3 0.192 0.345 

Random 

parameter 

10X  Barrier height Normal 10 0 

/ 
11X  

Barrier hitting 

position 
Normal 10 0 

 

Table 3 Convergence history of PPSA 

Cycle 
Design variable 

 
1 2 9
, ,...,X X Xu u u  

Objective 

function 

Number of 

function 

evaluations 

0 (1,1,1,1,1,1,1,0.3,0.3) 29.05 0 

1 (0.680,1.415,0.5,1.456,0.762,1.5,0.5,0.345,0.192) 26.80 706 

2 
(0.690,1.291,0.5,1.497, 

0.660,1.5,0.5,0.345,0.192) 

26.00 1312 

3 
(0.609,1.327,0.504,1.5, 

0.658,1.5,0.5,0.345,0.192) 

25.88 1918 

4 
(0.607,1.329,0.506,1.5,0.658, 

1.5,0.5,0.345,0.192) 

25.90 2524 
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Table 4 Convergence history of SORA 

Cycle 
Design variable 

 
1 2 9
, ,...,X X Xu u u  

Objective 

function 

Number of function 

evaluations 

0 (1, 1, 1, 1, 1, 1, 1, 0.3, 0.3) 29.05 0 

1 
(0.5, 1.373, 0.5, 1.420, 

0.683, 1.5, 0.5, 0.345, 0.192) 
25.35 1747 

2 
(0.5, 1.378, 0.5, 1.420, 

0.691, 1.5, 0.5, 0.345, 0.192) 
25.40 3381 

3 
(0.5, 1.378, 0.5, 1.420, 

0.691, 1.5, 0.5, 0.345, 0.192) 
25.40 4913 
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Figure 2.  Convergence comparison between PPSA and SORA 
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Abstract 

After verifying the accuracy of the 2D adaptive mesh refinement (AMR) method by the 

benchmarks of 2D lid-driven cavity flows and 2D backward facing step flows, this paper 

applied the AMR to simulate the flow over wall-mounted plate. The AMR method refines a 

mesh using the numerical solutions of the Navier-Stokes equations calculated on the mesh by 

an open source software Navier2D which implemented a vertex centered finite volume method 

(FVM) using the median dual mesh to form control volumes about each vertex. The application 

of the AMR produces the estimated coordinates of the vortex center after the plate after the 

AMR applied once to the initial mesh. The AMR method is proposed based on the qualitative 

theory of differential equations, and it can be applied to refine a mesh as many times as required 

and used to seek accurate numerical solutions of the mathematical models including the 

continuity equation for incompressible fluid or steady-state fluid flow with low computational 

cost. 

Keywords: adaptive mesh refinement, finite volume method, flow over wall-mounted plate  

 

Introduction 

When solving differential equations numerically, we find the values of the unknowns only at 

finite number of nodes due to limitation of computational capacity. Therefore, the selection of 

the finite number of nodes is one of the important issues for finding the accurate numerical 

solutions. The AMR adds more nodes in the domain where necessary based on prespecified 

criteria.   

 

The AMR is a computational approach to increase the accuracy of numerical solutions of 

differential equations with low computational cost. There have been many publications on 

AMRs and their applications since the seminal work by Berger [4]-[5]. Some AMR methods 

take local truncation errors as a refinement criterion (e.g. [1][22][3][6]) and mass residuals as 

the criterion for mesh refinement (e.g. [7]). Henderson [9] introduced a method which refines 

everywhere that the solution gradients are large and two methods that use two different 

estimates of the approximation error as refinement criteria. Overall, these AMR methods based 

on numerical criteria aim to obtain a balance between the numerical accuracy and the 

computational cost in finding numerical solutions of differential equations.  

 

Even though there might be some relations between the refined meshes obtained using 

numerical criteria and the velocity fields, no information may not be provided on the 

characteristics of the flow field for some cases such as locations of the centres of vortices [19]. 

The characteristics of velocity fields are hidden in the fields themselves. Therefore, if we want 

to include the characteristics of a velocity field in a mesh, we must generate the mesh based on 

the information from both the geometry of the domain and the velocity field.   
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We developed a theory for streamline tracking and AMR methods based on the qualitative 

theory of differential equations [12]. We have verified theory using the accuracy locations of 

singular points, asymptotic lines (planes for 3D) and drawing closed streamlines [11][13][14]. 

The AMR methods refine meshes based on information of calculated velocity fields. We have 

verified accuracy of these methods using 2D [16] and 3D analytical velocity fields [15], the 

benchmark of lid-driven cavity flow [10][17]-[19], the benchmark of backward-facing step 

flow [22], and 2D unsteady flow past a square cylinder [21]. We also investigated the 

computational complexity of the 2D AMR using lid-driven cavity flow and obtained positive 

outcomes [20].  

 

Mesh refinement is necessary for obtaining accurate numerical velocity fields since different 

intensities of vortices requires different densities of mesh nodes [17]. The same conclusion was 

obtained by Armaly et al. [2]. We conducted a detailed study starting from relatively coarse 

initial meshes and demonstrating that the centers of vortices were captured within the refined 

cells of once refined meshes [18]. We applied the AMR method twice to the initial meshes and 

the twice refined meshes show that centers of the vortices are held within the twice refined cells 

[19].  

 

This paper applied the 2D AMR we proposed to the flow over wall-mounted plate using open 

source software Navier2D for calculating the numerical velocity fields. We refine the initial 

mesh once and report the coordinates of centres of the vortices after the plate.  

Governing equations and domain 

This paper considers the 2D incompressible or steady flow over wall mounted plate. The 

governing equations are as follows: 

∇ ∙ 𝑽 = 0 
𝜕𝑽

𝜕𝑡
+ 𝑽 ∙ ∇𝑽 =

1

𝜌
∇𝑃 + 𝜈∇2𝑽 

where 𝑽 = (𝑢, 𝑣) is the velocity field, 𝜈 is the kinematic viscosity, and 𝑃 is the pressure. The 

governing equations are implemented in MATLAB, named Navier2D by Darren Engwirda [8], 

and it is used to calculate the velocity field 𝑽 on triangular meshes numerically. 

 

The computational domain is illustrated in the top figure of Figure 1. The height of the channel 

is 3. The plate is a unit square. We choose the length of the upstream channel as 𝑚 since the 

initial conditions for both velocity components in this study are constants at the inlet so the 𝑢 

profile can be developed well enough for long channel.  The length of the downstream channels 

of the step is 𝑛.  

 

 

 

 

 

 

 

 

Figure 1. Computational domain and boundary conditions 
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The boundary conditions at the solid wall are 𝑢 = 𝑣 = 0, and fixed pressure at the outlet 

selected from Navier2D. 

Review of AMR Method 

This section summarizes the 2D AMR method proposed by Li [16] based on the theory 

developed from qualitative theory of differential equations [11]. 

 

Assume that 𝑽𝑙 = 𝑨𝑿 + 𝒃 is a vector field on a triangle obtained by linearly interpolating the 

vectors at the three vertexes of the triangle, where 

𝑨 = (
𝑎11 𝑎12

𝑎21 𝑎22
) 

is a matrix of constants, 

𝒃 = (
𝑏′1
𝑏′2

) 

is a vector of constants and  

𝑿 = (
𝑥1

𝑥2
) 

is a vector of spatial variables. The continuity equation for 𝑽𝑙  and a steady flow or an 

incompressible fluid is 

∇ ∙ 𝑽𝑙 = 𝑡𝑟𝑎𝑐𝑒(𝑨) = 0.     (1) 

Let 𝑓 be a scalar function depending on spatial variables only. Substituting 𝑓𝑽𝑙  into the vector 

field 𝑽 of the continuity equation ∇ ∙ 𝑽 = 0 obtains a differential equation. Solving the 

differential equation for 𝑓 for the four different Jacobian forms of the coefficient matrix 𝑨 gives 

the expressions of 𝑓 as shown in Table 1. In Table 1, (𝑦1 , 𝑦2 )𝑇 = 𝑽−1𝑿 and (𝑏1, 𝑏2)𝑇 = 𝑽−1𝒃 

 where 𝑽 satisfies 𝑨𝑽 = 𝑽𝑱 and 𝑱 is one of the Jacobian matrices in Table 1. Vectors 𝑽𝑙  and 

𝑓𝑽𝑙  produce same streamlines if 𝑓 ≠ 0, ∞ (refer to Section 2.2 of [14]). The introduction of 

functions 𝑓 reduces the number of refined cells in refined meshes dramatically [12]. 

 

Table 1. Jacobean matrices and corresponding expressions of 𝑓 (𝐶 ≠ 0) 
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The conditions (MC)(MC is the abbreviation of mass conservation) are the functions 𝑓 in Table 

1 not equaling zero or infinity at any point on the triangular domains. 

 

We review the algorithm of AMR method for quadrilateral meshes [16]. The algorithm can 

also be used to a triangular mesh after a subdivision scheme for a triangle is defined. We 

describe the algorithm of AMR method into two parts:  

• cell refinement algorithm - describes how to use the conditions (MC) to refine a 

quadrilateral cell in a given mesh.  

• the algorithm of AMR method. 

 

The AMR is an infinite process. To avoid an infinite refinement of a mesh, we choose a pre-

specified threshold number of refinements 𝑇 based on the accuracy requirements. The algorithm 

of cell refinement is:  

Step 1 Subdivide a quadrilateral cell into two triangles. If 𝑽𝑙  satisfies Eq. (1) on both 

triangles, no refinement for the cell is required. Otherwise, go to Step 2; 

 

Step 2 Apply the conditions (MC) to both of the triangles. If the conditions (MC) are 

satisfied on both triangles, no refinement for the cell is required. Otherwise, we 

subdivide the cell into a number of small cells such that the lengths of all sides of the 

small cells are truly reduced (e.g. connecting the mid-points of opposite sides of a 

quadrilateral by line segments produces four small quadrilaterals and the lengths of the 

sides of the four small quadrilaterals are truly reduced). 

 

The algorithm of AMR method is:  

Step 1 Evaluate the numerical velocity field for a given initial mesh; 

 

Step 2 Refine all cells of the initial mesh one by one using the above algorithm of cell 

refinement; 

 

Step 3 Take the refined mesh as initial mesh and go to Step 1 until a satisfactory 

numerical velocity field is obtained or the threshold number 𝑇 is reached. 

 

In this paper, we subdivide a quadrilateral cell by connecting the mid-points of two opposite 

sides of a quadrilateral [19] and set 𝑇 = 1, that is, we subdivide the cells on which one of the 

MC conditions is satisfied once. 

Results 

The residuals of the numerical velocity fields calculated in this study are less than 10−6  for 

both 𝑢 and 𝑣. Since the patterns of flows become more complex when Reynolds number is 

getting bigger, we choose the initial mesh with the same step size in both 𝑥 and 𝑦 directions for 

one case but different sizes for some different cases. The initial velocity field is 𝑢 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  

and 𝑣 = 0. We show the profiles of 𝑢 of the calculated numerical velocity fields and the exact 

profiles in the same coordinate system.  We obtain the information about the accuracies of the 

calculated fields from the comparisons of these profiles. The refined meshes show the accuracy 

of the AMR method. We record the coordinates of the center of the isolated refined cell as the 

estimate the locations of vortices after the plate.  
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We set different CFL numbers in Navier2D for different Reynolds numbers. The CFL condition 

is a necessary condition for convergence and stability of a numerical method. We choose 

suitable CFL numbers to obtain reliable numerical solutions. 

𝑅𝑒 = 10 

We chose the step size 1/6 in the both directions and upstream length 𝑚 = 60. Fig. 2 shows 

the comparison between the profile of the horizontal component 𝑢 of the exact analytical 

velocity and the calculated one on the initial mesh just before the plate. From this figure, we 

understand the flow has developed very well before the plate.  

 

 

 

 

 

 

Figure 2.  Comparison of the profiles of 𝑢 before the plate on initial mesh for 𝑅𝑒 = 10 

between the current study and the analytical solution  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Once refined mesh for 𝑅𝑒 = 10 with the estimated location of vortex center 

(red dot) 

 

Fig. 3 shows one isolated refined cell with a red dot in the middle after the plate. We take the 

coordinates of the red dot as the estimated location of the center of vortex after the plate.  

𝑅𝑒 = 50 

We chose the same step size 1/6 in the both directions but different upstream length  𝑚 = 300  

from the case of 𝑅𝑒 = 10. Fig. 4 shows the comparison between the profile of the horizontal 
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component 𝑢 of the exact analytical velocity and the calculated one on the initial mesh just 

before the plate. This figure demonstrates the flow has developed well before the plate.  

 

 

 

 

 

 

 

Figure 4.  Comparison of the profiles of 𝑢 before the plate on initial mesh for 𝑅𝑒 = 50 

between the current study and the analytical solution  

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Once refined mesh for 𝑅𝑒 = 50 with the estimated location of vortex center 

(red dot) 

 

Fig. 5 shows again one isolated refined cell with the red dot at the center after the plate. Again, 

we take the coordinates of the red dot as the estimated location of the center of vortex after the 

plate. Both horizontal and vertical coordinates of the red dot have increased. 

 

𝑅𝑒 = 100 

We chose the step size 1/8 in the both directions but different upstream length 𝑚 = 330  from 

the cases of 𝑅𝑒 = 10 and 50. Fig. 6 shows the comparison between the profile of the horizontal 

component 𝑢 of the exact analytical velocity and the calculated one on the initial mesh just 

before the plate. Even though we reduced the step size and increased the upstream length, the 

profile of calculated horizontal velocity component 𝑢 has not developed very well before the 

plate. There is a slight difference between the two profiles. 
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Figure 6.  Comparison of the profiles of 𝑢 before the plate on initial mesh for 𝑅𝑒 = 100 

between the current study and the analytical solution  

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  Once refined mesh for 𝑅𝑒 = 100 with the estimated location of vortex center 

(red dot) 

 

There is one isolated refined cell with a red dot at the center after the plate as shown in Fig. 7. 

We take the coordinates of the red dot as the estimated location of the center of vortex after the 

plate. The horizontal coordinate increased more than one unit than that of the corresponding 

coordinate for 𝑅𝑒 = 50 but the vertical coordinate increased slightly. 

 

𝑅𝑒 = 200 

We chose the same step size 1/8 in the both directions as we did for 𝑅𝑒 = 100 but different 

upstream length 𝑚 = 570  from all three cases above. Fig. 8 shows the comparison between 

the profile of the horizontal component 𝑢 of the exact analytical velocity and the calculated one 

on the initial mesh just before the plate. This figure demonstrates that the flow has developed 

worse than the one for 𝑅𝑒 = 100 before the plate even though we have increased the upstream 

length.  

 

 

 

ICCM2021, July 4th-8th 2021

102



 

 

 

 

 

 

 

 

 

Figure 8.  Comparison of the profiles of 𝑢 before the plate on initial mesh for 𝑅𝑒 = 200 

between the current study and the analytical solution  

 

 

 

 

 

 

 

 

 

 

 

Figure 9.  Once refined mesh for 𝑅𝑒 = 200 with the estimated location of vortex center 

(red dot) 

 

Fig. 9 shows one isolated refined cell with red dot at the center again after the plate. We again 

take the coordinates of the red dot as the estimated location of the center of vortex after the 

plate. Comparing with the coordinates of the red dot for 𝑅𝑒 = 100, the horizontal coordinates 

increased dramatically but not the double as the Reynolds numbers. Since we chose the same 

step size, the vertical coordinate should increase slightly but this is not shown in Fig. 9. 

Estimated center locations 

Table 2 presents the estimated center locations of vortices (red dots) for 𝑅𝑒 = 10, 50, 100, 
and 200.  
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Table 2. Estimated locations of vortices centers 

Reynolds number              Coordinates of estimated center 

 

10                (1.58, 0.5833) 

50                (2.90, 0.7500) 

100               (4.30, 0.6875) 

      200                 (7.20, 0.6875) 

               

Discussions 

This paper applied an AMR proposed based on qualitative theory of differential equations to 

the flow over wall-mounted plate. The refined meshes provided information about the vertex’s 

centers after the plate and other information such as the attachment. Unlike the center of 

vortices, we cannot provide the estimated location of attachment from the once refined mesh. 

As we showed in lid-driven cavity flow [19], more refinements are required for more accurate 

estimated location of the centers of vortices. The other information such as the estimated 

locations of attachments may be clearly shown in the refined meshes. The software used in this 

research limited more accurate results to be produced at this stage. 
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Abstract 

A meso-scale finite element (FE) modelling approach is developed for meso-scale hydraulic 

fracture of concrete in this study. The FE models, consisting of aggregates, mortar and pores, 

are first generated by both random aggregate generation and packing and direct conversion of 

real micro-CT images. Pore pressure cohesive interface elements are then inserted into solid FE 

meshes by a developed Python code. The modeling approach was validated by hydro-fracturing 

experiments of concrete cubes. The results show that the developed models can reliably 

simulate complicated hydraulic fracture process, and the contents of aggregates and pores have 

significant effects on the hydraulic fracture resistance and the crack patterns. 

Key words: Concrete; meso-scale finite element model; cohesive element; hydraulic fracture; 

X-ray Computed Tomography 

Introduction 

Concrete is widely used in hydraulic engineering structures, such as canal, gravity dams, 

conduits, tunnels, and port structures. As a typical quasi-brittle material, concrete is susceptible 

to tensile fracture, which can be exacerbated by high fluid pressure. Hydraulic fracture 

experiments of concrete specimens [1,2] are limited because the specimens must be tightly 

sealed to make sure the high fluid pressure is applied. Conducting such tests for large-sized 

structures such as dams is unrealistic. In addition, as a heterogeneous material, the concrete 

meso-structure, including aggregates, interfaces and pores which are randomly distributed in 

the mortar, is expected to interact with the fluid flowing and thus have significant effects on the 

hydraulic cracking behavior. Although numerical simulations, often based on the finite element 

(FE) method, are very promising and being increasingly used to investigate hydraulic fracturing 

in concrete, most of them have ignored the heterogeneous meso-structure of concrete [3-5]. 

 

In this study, 2D meso-scale FE models for hydraulic fracture of concrete are developed. Two 

approaches are used to generate the meso-scale concrete models. One is the random aggregate 

generation and packing approach, and another directly converts micro X-ray CT images into 

FE models. The zero-thickness cohesive elements coupling fluid pressure freedoms are pre-

inserted within mortar and between the aggregate-mortar interfaces to model complicated 

hydraulic fracture processes, using an in-house Python code developed. Concrete cubes were 

simulated and the results were well compared with experiments available in the literature. The 

effects of the aggregate volume fraction and the porosity were analyzed by parametric 

simulations. 
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Numerical method 

Fluid flow within the crack 

The fluid flow inside a crack is idealized as the Newtonian fluid with no fluid-lag, and the 

Poiseuille flow equation is used 

t fq k p= −                                    (1) 

where q is the volume flow rate, and
fp is the fluid pressure gradient along the crack. tk is the 

tangential permeability calculated by the Reynolds equation for incompressible fluid 
3

12

f

t

w
k


=                                    (2) 

where
fw denotes the local crack width and  is the viscosity of fluid. 

 

The following equations are used to define the relationship between the fluid pressure and the 

flow rate in the direction normal to the crack surfaces 

( )

( )

t t f t

b b f b

q C p p

q C p p

= −

= −

                               (3) 

where
tC and

bC are fluid leak-off coefficients, tq and bq are the normal flow rate, and tp and bp are 

fluid pressures at top and bottom surfaces of the crack, respectively. 

Generation of FE models 

The mesoscale FE models are first generated with either random aggregates similar to [6] or 

from micro CT images similar to [7]. An algorithm similar to [8] is then devised to pre-insert 

cohesive interface elements with fluid pressure freedoms and implemented in a Python code. 

The building process of meso-scale models is illustrated in Fig. 1, where a typical node is 

connected with six quadratic-triangular elements in the initial mesh including an aggregate and 

mortar. This node is first replaced by five normal nodes (with displacement and pore pressure 

freedoms) and one special node with pore pressure freedom (shown by triangle in Fig. 1b) at 

the same position. Two COH2D4P elements with pore pressure freedoms are then generated 

along the element edges. COH2D4P elements are inserted both within the mortar and between 

the aggregate-mortar interfaces. 

 

Figure 1. Inserting process of pore pressure cohesive element 

Simulation of hydro-fracturing experiments 
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The cubic specimens of concrete (150mm size) with water injection in an initial central crack 

(as shown in Fig. 2a) were tested by Gan et al. [9] under different uniaxial loading (Pu). Fig. 2b 

presents a typical meso-scale FE model with a volume fraction of aggregates (Vagg) of 45% [9], 

built by the random generation and packing approach. The mesh consists of 12480 six-noded 

quadratic triangle elements with a maximum size of 2mm and 25706 COH2D4P elements. The 

aggregates and mortar are assumed to behave linear elastically. All the material properties are 

listed in Table 2.  

 
(a) A concrete cubic specimen (unit: mm) [9] 

 

(b) 2D meso-scale model 

Figure 2. Simulation of hydro-fracturing experiment: specimen and model 

Table 2. Material properties for the meso-scale model 

Properties Mortar Aggregate 
Cohesive elements 

in mortar 

Cohesive elements 

on interfaces 
Fluid 

Young's modulus E (GPa) 27.25Gpa 70GPa    

Poisson's ratio  0.2 0.2    

Density  (10−9 tone/mm3) 2.5 2.7   1 

Fluid viscosity  (MPas)     10−9 

Injection rate q (mm2/s)     0.2 

Fracture energy Gn/Gs 

(N/mm) 
  0.14 0.105  

Tensile strength ft (MPa)   2.01 1.51                                  

Initial stiffness Kn 

(MPa/mm) 
  2.5×104 1.25×104  

Fig. 3 (a) shows the simulated crack path without loading on the boundary, indicating that the 

existence of aggregates affects the crack propagation considerably. The simulated peak fluid 

pressures under different uniaxial loadings are plotted in Fig. 3(b). The hydraulic fracture 

resistance increases almost linearly as the external compressive loading, which is in good 

agreement with the experimental results. 

 
(a) hydraulic fracturing process 

 
(b) peak fluid pressure under different 

uniaxial loadings 

Figure 3. The simulated crack pattern and peak fluid pressure 
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Meso-models with Vagg=40%, 50% and 60% are generated and simulated to investigate its 

effects. Fig. 4a shows a model with element size of 2mm for Vagg=60%. The simulated crack 

pattern is presented in Fig. 4b. Figs 5a-c show the fluid pressure evolutions at the injection point 

for five random samples and the mean curve for the three Vagg, respectively. It can be seen that 

the peak fluid pressure increases by 22.5% from 1.78Pa for Vagg=40% to 2.18 MPa for 

Vagg=60%.  

 
(a) mesh 

 
(b) crack pattern 

Figure 4. Typical meso-scale model with aggregate volume fraction of 60% 

 
(a) Vagg=40% 

 
(b) Vagg=50% 

 
(c) Vagg=60% 

Figure 5. Effects of aggregate volume fraction on the fluid pressure 

X-ray CT image based meso-scale hydraulic fracturing modelling 

Fig. 6a shows a segmented X-ray tomography image of a 37.2mm cube tested by Yang et al 

[7,10]. One image slice with aggregates, mortar and pores (Fig. 6b) is modelled. The FE mesh 

in Fig. 6c has 23198 six-noded quadratic triangle elements and 33752 COH2D4P elements with 

0.05-1mm size to accurately capture the geometry of aggregates and pores. In order to maintain 

the continuity of fluid flowing, the pores are modelled by solid elements with a high 

permeability coefficient of 0.5mm/s and a weak Young's modulus (10% of the mortar’s). The 

same fluid properties listed in Table 2 and the same mechanical properties in [11] for aggregates 

and mortar are used. The Fluid is assumed to be injected into a central crack with an injection 

rate of 0.001 mm2/s under the boundary conditions shown in Fig. 6c. 
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Figure 6. The X-ray CT image-based model for an image slice 

Fig. 7a shows the simulated crack pattern at failure when a main crack reaches the top surface. 

To compare, the same image-based model without pores (with properties as the mortar) is also 

simulated with the crack pattern shown in Fig. 7b. It is clear that more crack bifurcations occur 

near the pores. The simulated fluid pressure evolutions are compared in Fig. 8, which indicates 

that the pores can considerably reduce the hydraulic fracture resistance. 

  
(a) model with pores  

 
(b) model without pores 

Figure 7. The simulated results: hydraulic fracturing of X-ray CT image-based models 

 

Figure 8. Evolution of fluid pressure for X-ray CT image-based models 

Conclusions 

2D meso-scale FE models were developed using the random aggregate generation and packing 

approach and from the micro CT images, to investigate the hydraulic fracture behavior of 

concrete. The effectiveness of pre-inserting cohesive elements (COH2D4P) with hydraulic 

freedoms has been demonstrated by good agreement of simulated results with experimental 

data. It is found that increasing the aggregate volume fraction and reducing the porosity can 

both improve the hydraulic fracture resistance of concrete.  
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Abstract 

In thermodynamics, equivalent to the growth of entropy in an adiabatic body is the decrease 

of the available free energy in a body whose boundary is kept as a constant temperature. In 

this study, we will show that there is also a competition between entropy and energy in the 

static elastic contact problems, which was found in the procedure of computing contact forces 

in the finite element model of contact problems. The potential contact nodes that are on the 

potential contact boundary are considered as a canonical ensemble of statistical physics, the 

nodal contact forces are normalized with a surrogate model of the primal model of contact 

problem, and a normalized nodal contact force is treated as the probability of a system 

occupying a microstate in statistical physics. Then analogous to the probability distribution 

that is obtained by maximizing the Gibbs entropy subject to the normalization condition of 

probability and the expectation value of system energy, the explicit formulation of normalized 

nodal contact forces is obtained by maximizing the entropy under the constraints of 

expectation of work done by the contact forces and nonpenetration conditions on the potential 

contact surface. An iterative algorithm for computing contact forces is constructed based on 

two principles - the principle of minimum potential energy and principle of maximum entropy. 

They are alternately applied in the iterative procedure, with the initial values of normalized 

nodal contact forces,  to find displacement with the principle of minimum potential energy, 

then to find an updated potential nodal contact force with the principle of maximum entropy 

using the displacement, keep the iteration until the termination condition is met. Examples 

show that the potential energy is increasing, and the entropy is decreasing throughout the 

iteration, this is contrary to the general understanding of entropy, that is, the potential energy 

should be decreased, and the entropy should be increased. This is because the "environment" 

of each step to calculate potential energy or entropy is different, even in an "environment" 

determined by nodal contact forces or displacements, the entropy reaches to the maximum or 

the potential energy reaches to the minimum, but in the whole process, the entropy is 

decreasing, and the potential energy is increasing, which shows a competitive relationship 

between the two concepts. (This research is supported by the National Natural Science 

Foundation of China under Grant No. 11772228.) 

Key words: Entropy; Potential energy; Contact; Finite elements 

 

Appendix: An illustration example.  

An elastic T-shaped beam is supported by two elastic L-shaped beams, with the cross sections 

and dimensions of the structure (in centimeters) as shown in Figure 1, the numbers in brackets 

are rectangular coordinates. The Young's modulus of the elastic body is E=2900 N/cm2, and 

the Poisson's ratio is  =0.4. The pulling force p =3 N/cm2 acts on the bottom of the T-shaped 

beam. Since the T-shaped beam directly contacts the L-shaped beams, there is no initial gap 

between the elastic contact bodies. Considering the symmetry of the loading and geometry, 

only the left half of the structure is used to construct the finite element model as shown in 
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Figure 2, where 7 potential contact node pairs are arranged on the potential contact surfaces. 

Figure 3 shows the results of the normalized contact forces on the potential contact nodes in 

each iteration; the numbers on the lines indicate the iteration number, and the square marks 

show the reference solution produced by the commercial code. The initial value of normalized 

nodal contact force is set to 1/7, and 6 iterations are executed to calculate the solutions before 

the termination condition is met. Figure 4 shows the results of the potential energy and the 

entropy in each iteration, and it can again be seen that there is competition between the 

potential energy and the entropy. Figure 5 shows the von Misses stress distributions in the 6 

iterations.  
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Figure 1: A T-shaped structure is in contact with two L-shaped structures.  
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Figure 2: Finite element mesh and the potential contact node pairs (right). 
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Figure 3: The results of normalized nodal contact forces in each iteration. 

 

 

 

 

Figure 4: Potential energy vs. entropy in each iteration. 
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Figure 5: The von Misses stress distributions in the 6 iterations. 
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Abstract
The local buckling phenomenon presents one of the main premature failures often prohibiting
the steel hollow-section columns to attend the ultimate strength capacity. A strengthening
method is then required to extend the service life of the member. This paper presents the
optimal retrofitting design of standard steel hollow-section columns using external steel plates,
such that the ultimate strength of the post-retrofitted column sufficiently resists the design
load imposed by an industrial crane. The optimal design adopts a so-called bi-directional
evolutionary structural optimization (BESO) algorithm that determines the cost-effective
distribution of steel plate topology welded to the column. The proposed method realistically
considers the influences of inelastic material properties and geometric nonlinearity,
simultaneously. The BESO algorithm is encoded within the MATLAB modeling framework
providing a direct application interface to ANSYS (a commercial-purposed finite element
analysis software), which models the retrofitting joint between steel column and corbel using
the comprehensive 3D finite elements. The robustness of the proposed scheme is illustrated
through standard steel warehouse applications. The accuracy and integrity of the resulting
design are validated by the full elastoplastic responses of the post-retrofitted column under
applied forces.
Keywords: Local Buckling Failure; Topology Optimization; Evolutionary Structural
Optimization; Column Retrofitting Design; Nonlinear Finite Element Analysis.

1. Introduction
Steel structural design is a combination process between architecture, safety and integrity.
Good design complies with various performance criteria posed by all stakeholders at optimal
resources. The design of hollow steel section (HSS) members has gained the popularity from
designers. In views of strength consideration, the HSS provides the higher load capacity than
the open sections [1]. Such physical property has made the HSS suitable for various structures
and infrastructures, especially those with the special requirement on a long-span capability.
One of the main drawbacks that unfortunately limits the general usage of steel hollow sections
is the physically instabilizing local buckling failures under concentrated forces. A specific
example is a steel HSS column with corbel heavily supporting industry crane loads of
warehouses [2]-[4]. The HSS members has made itself prone to the premature failure caused
by the eccentrically applied loads.
The intrinsic behaviors of HSS undergoing local buckling phenomena are rather sporadic.
These have yet been precisely described by standard mathematical formulations [5]. The
design guidelines were developed in the form of empirical formulations to predict the local
buckling responses of steel open sections under compression and/or flexural forces, and the
strengthening procedures were made available for the enhancement of the overall member
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capacity. However, little is known about the behaviors and strengthening methods of the HSS
applications.
The investigation of I-beam to box-column connection (IBBC) with external stiffener was
reported in Ting [6] and Shanmugam [7]. The study of external T-stiffeners connected to
IBBC was provided in [8]. In 2000, Hiroshi and Tanaka [9] conducted the experimental study
of IBBC with external stiffener by wide spread flange. Furthermore, the numerical study of an
external stiffener with IBBC was present in [10]. The work in [11] and [12] conducted
experimental and numerical analyses of external diaphragm with IBBC in the concrete filled
column applications. The aforementioned work adopted the strengthening techniques using
external stiffening systems to facilitate the load transfer from beam to column members. The
internal retrofits of HSS columns are generally inaccessible for practical constructions.

Figure 1. Illustration of typical structural topology optimization [13].

Topology Optimization (TO) determines the optimal shape as depicted in Fig. 1. The prior
investigation of TO can be traced back to over a hundred years ago by Michell [14], who
derived the optimality criteria of the least-weight truss layout. Mitchell’s theory was extended
70 years later by Rozvany and his group [15]-[17] for the exact analytical optimal solutions of
grid-type structures. In continuum mechanics, topology optimization can be formulated as a
discrete problem or a binary design setting that the structure consists solely of either solids or
voids [18]. However, the binary design for the structural compliance is ill-posed, where there
exists non-convergent sequence of admissible designs with continuously refined geometrical
details [19]-[22]. Bendsøe and Kikuchi [23] proposed the homogenization theory to relax the
problem by assuming designable porous microstructures at a separated lower scale to claim
this difficulty.
There has been the continuous development giving the emergence of various TO methods.
One of the well-established techniques proposed by Xie and Steven [24]-[25] is called as an
evolutionary structural optimization (ESO). Recently, the bi-evolutionary structural
optimization (BESO) [27]-[29] has been developed. The method allows the recovery of the
deleted elements close to the highly stressed areas. The convergent and mesh-independent
BESO method [30] incorporates the sensitivity filter and stabilization schemes using some
history information.
The present work proposes the optimal retrofit design of steel HSS columns in the IBBC
region supporting heavily forces. The optimal topology of externally strengthening steel
plates is appropriately designed using the BESO algorithm. The IBBC responses with and
without optimal strengthening plates are mapped out by the nonlinear (incorporating inelastic
materials and large deformations, simultaneously) finite element analysis method (FEM),
modelled within the robust commercial-purposed (called ANSYS) analysis software. The
applications of the proposed retrofit method are illustrated through the strengthening design of
the HSS column connected to a corbel supporting industry crane loads.

ICCM2021, July 4th-8th 2021

117



2. Design guideline for column stiffening methods

2.1 Crane Loads

The crane load is determined according to [3] and [4]. The HSS columns are be designed to
safely resist the applied loads and to prevent the local or global buckling failures. The detail
of the top running cranes is depicted in Fig. 2.

Figure 2. Top Running Bridge Crane with Suspended Trolley [3].

The model is constructed to predict the responses of the connection between HSS column and
I-section corbel under the vertically applied forces. The vertical forces consider the wheel
loads. The maximum magnitude occurs as when the crane is lifting its rated capacity load, and
can be approximated as

0.5

b

RC HT CWWL
NW

 
 (1)

where WL is the maximum wheel load, RC is the rated crane capacity, HT is the weight of
hoist with trolley, CW is the weight of the crane excluding the hoist with trolley. and bNW is
the number of end truck wheels at one end of the bridge.

2.2 External stiffener plates

The retrofit of the beam-to-column connection focuses on the local failure behaviors (viz.,
chord deformations [31]) of the HSS columns. The external stiffening plates are designed for
this purpose. The study of the connection between I-beam and Circular Hollow Section (CHS)
column with external stiffeners is reported in [32] and [33]. The geometry of the HSS
columns at IBBC zone with the proposed external ring plates are illustrated in Fig. 2,

Figure 2. Geometry of IBBC with external ring plates.
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where cb is the column width, fb and wd are the flange width and web depth of an I-beam,
respectively, ct is the column thickness, ft and wt are the thickness of flange and web,
respectively, st is the thickness of external stiffener plates, fl is the beam length, and cl is the
volume length.

2.3 Topology optimization formulations

The topology design of stiffener plates considers the minimization of the compliance function,

namely 1
2

T
cf  u Ku , subject to the volume fraction constraint of the continuum model, and

can be formulated by

Minimization
subject to      

 

  *
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: e
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, (2)

where K and u are the global stiffness matrix and displacement vector at degrees of freedom,
respectively, ev is the element volume,  V x and *V are the total and controlled material
volumes (called volume fraction, i.e., ), respectively, eN and ex are the total number of finite
elements and the material design variable, respectively.
The conventional ESO method known as a “hard-kill” method performs the complete
elimination of some inefficient members within the design domain that can result in
theoretical difficulties in some cases [34].
An alternative approach adopts the modulus reductions of the required elements to the very
small values. This concept was applied to ESO by Hinton [35] and Rozvany [36]. Huang and
Xie [37] replaced the virtual void elements with the soft members with very low Young’s
modulus values, and termed the method as a “soft-kill” BESO. This technique is an artificial
material interpolation scheme with penalization that is similar to the treatment in the solid
isotropic material with penalization (SIMP) model in steering the solution to the nearly solid-
void design [38]-[40]. The elastic modulus of each intermediate material is interpolated as a
function of the element density as

  0 p
e eE x E x , where min  or 1ex x (3)

0E denotes the elastic modulus of a solid material, and p is the penalty exponent. The binary
variable ex indicates the absence ( minex x )or presence ( 1ex  ) of the element, where minx is
an artificially defined small parameter (e.g., 0.001). It is assumed that the Poisson’s ratio is
independent from the design variables, and the stiffness matrix K assemblies the products of
elemental stiffness matrices 0K e and design variables p

ex by

0
1
eN p

e ee
x


K K . (4)

At each design stage, the target volume in the current l-th design iteration  lV is preset a
priori. The required material volume can be greater or smaller than the volume of the initial
guess design. Likewise, the target volume in each iteration may decrease or increase
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progressively until the constraint volume is achieved. The evolution of the volume is
expressed by

     1 1l l
erV V c  , (5)

where the evolutionary ratio erc determines the percentage of material to be added or
removed with reference to the design in the previous iteration. After the targeted material
volume reqV has been attained, the optimization alters only the topology whilst keeping the
volume constant (up to a certain tolerance). The sensitivity of the structural compliance with
regards to the change in the e-th element is evaluated by the adjoint function [41] as

1 01
2

u K up Tc
e e e e

e

f px
x

       
, (6)

where ue denote elemental displacement vectors. The structure is optimized using the
discrete ex design variables, and only two bound materials are allowed in the design [18].
Therefore, the sensitivity number used in the BESO method is defined by the relative ranking
of the sensitivity associated with the individual element as

1 01 1
2

u K up Tc
e e e e e

e

f x
p x

         
. (7)

In order to avoid checkerboard patterns and mesh-dependency, the sensitivity numbers are
firstly smoothed by means of the filter scheme as
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, (8)

where ejw is a linear weight factor computed by the prescribed filter radius minr and the
elemental center-to-center distance ej between elements e and j as

 minmax 0,ej ejw r  . (9)

The filtered sensitivity numbers are averaged with the sensitivity numbers of the previous
topology iteration to improve the convergence by

      1 / 2l l l
e e e     . (10)

The BESO algorithm optimizes the structure by removing and adding the elements assigned
in the ground domain. Two discrete values, namely minx for void elements and 1 for solid
elements, are applied [42]. The sensitivity numbers for the solid and void elements are
expressed by

0

1 0
min min

1 when 1
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The sensitivity numbers of solid elements are independent to the penalty exponent p , whilst
those numbers of the soft elements depend on the p value.

The recent BESO approach has been developed to the optimal topology for a wide range of
structural design applications, involving multiple materials [37], multiple constraints [43],
stiffness and frequency optimization [44] and nonlinear material and large deformation [45]-
[48]. The present plate strengthening approach proposed adopts the BESO algorithm, and the
procedures as how the optimal retrofit design is performed are described in Section 3.

3. Analysis and design of column stiffening

3.1 Traditional Retrofit design

The responses of steel HSS columns (over an IBBC area) under crane loads were mapped out
using the nonlinear 3D finite element (FE) analyses. The SHS - 300 × 10 ( cb × ct ) columns
were considered as for illustrative purposes. The standard steel corbels H -
300 × 300 × 10 × 10 ( fb × wd × ft × wt ) were employed, where the length of column cl and

corbel fl equal to 1 m and 300 mm respectively. The analyses considered the responses of
stiffened HSS columns for various plate thicknesses st , ranging from 3 to 10, 15 and 30 mm.
The external ring stiffeners having a typical width of 100sb  mm.

The commercial purposed ANSYS Parametric Design Language (APDL) software modeled
the structure as a number of (uniform 10 mm in size) eight-node solid (SOLID185) FEs (see
Fig. 3). The HSS column was restrained in all directions at both ends, except that the
deformation along a z-axis direction was released at the top end to permit its vertical
translation under applied forces. The material properties employed were: the elastic modulus
of 200,000 MPa, Poisson’s ratio of 0.3 and yield stress of 235 MPa (for both column and
beam) and 250 MPa (for the stiffening plate).

(a) (b)

Figure 3. Structural discretization (a) FE model and (b) boundary conditions.
The FE analyses incorporated the influences of inelastic (elastic-perfectly plastic) materials
and large (nonlinear geometry) deformations to realistically map out the full responses of the
HSS column at an IBBC zone. The crane load was applied over a 20 cm width contact surface
on an I-section corbel (see Fig. 3b).
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3.2 BESO algorithm procedure

The topology of the two HSS column stiffening plates located at the top and bottom flanges of
an I-beam were designed using the BESO algorithm [27]-[29]. The design procedures can be
briefly summarized as follows:
Step 1: Discretize the design domain as in Fig. 3a with the sufficient number of eight-node
solid (SOLID185) FEs. The domain initially sets the thickness of stiffener plates to
st = 30 mm.

Step 2: Initialize the BESO parameters, including objective volume *V , evolutionary ratio
erc , radius of filter minr and penalty exponent p .

Step 3: Perform the nonlinear FE analyses. Only the two stiffening plates are designed by the
BESO schemes.
Step 4: Determine the targeted volume in Eq. (5) for the next iteration, if the current volume

 lV is larger than the objective volume *V .

Step 6: Calculate the sensitivity functions in Eq. (8).
Step 7: Perform the elimination and addition process. The elemental density is switched from
1 to minx (i.e., a member addition) if e th  . In contrast, the elemental density for void
element is switched from minx to 1 (member elimination) if e th  . The threshold th
defines the threshold on the sensitivity number that is determined by the target material
volume  1lV  and the relative ranking of the sensitivity numbers, see [30].

Step 8: Repeat Steps 3 to 7. The algorithm terminates when the optimal topology of steel
stiffening plates is converged.
It is noted that this work investigated the variation of the optimal plate topologies for different
values of *V , namely ranging from 0.5 down to 0.05 (e.g., indicating only 5 percent of initial
design elements were remained in the final solutions). The responses of a HSS column with
the resulting stiffening plates at an IBBC area were traced by the elastoplastic analyses in an
ANSYS software to ensure the safety and integrity of the solutions.

4. Results and Discussions

The BESO method were successfully performed to achieve the optimal solution. The resulting
optimal topologies of stiffening plates for difference volume fraction V* are depicted in Fig. 5.
The full responses of the HSS columns with designed retrofitting steel plates at an IBBC zone
were traced by performing the nonlinear material and geometry FE analyses. The
corresponding maximum load capacities for all the designed cases are reported in Table 1.
Clearly, the higher volume fractions *V yielded the stronger HSS columns retrofitted and
hence the IBBC behaviours giving the capability to support the heavier crane loads applied on
the I-section corbel.
The simple design was also performed for the ring plates in Fig. 2 with both top and bottom
ring plates having the uniform thickness varying from ts = 3 mm to 30 mm (without the BESO
implementation). The maximum load capacities of the corresponding HSS columns at the
IBBC zone captured by the comprehensive FE analyses are reported in Table 2 and are
directly compared in Fig. 6 with those obtained after the retrofitting designs using the BESO
method. The results obviously shown the volume fractions *V 0.1, 0.2, 0.3 and 0.5 have more
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maximum load capacities than st 3, 6, 9 and 15 mm around 33.8, 25.59, 18.55 and 5.92 %. It
is evidenced that at the same volume of designed external plates the strength gained by the
BESO process is more than that by the uniform plate thickness retrofits. The BESO provided
significantly the effective plate strengthening designs of the HSS columns at the IBBC area
with the high value of strength enhancement per unit volume of the plates employed.

(a) *V = 0.5 (b) *V = 0.4 (c) *V = 0.3

(d) *V = 0.2 (e) *V = 0.1

Figure 5. Optimal solution with different objective volume.

Table 1. Maximum load capacities for various design volumes by BESO.

*V Volume
(cm3)

NLP
(Tons)

0.05 390 82.450
0.10 780 91.305
0.15 1,170 95.858
0.20 1,560 98.126
0.25 1,950 99.872
0.30 2,340 105.220
0.35 2,730 105.420
0.40 3,120 107.290
0.45 3,510 110.760
0.50 3,900 113.600

Table 2. Maximum load capacities for various design volumes by uniform-thickness plate
design.

st (mm) Volume
(cm3)

NLP
(Tons)

unstiffened – 58.487
3 780 68.146
4 1,040 71.508
5 1,300 74.907
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6 1,560 78.319
7 1,820 81.749
8 2,080 85.220
9 2,340 88.753
10 2,600 91.888
15 3,900 107.890
30 7,800 126.690

Figure 6. Maximum load capacities with different techniques.

5. Concluding remarks

This paper presents the steel plate topology optimization for the strengthening design of HSS
columns at an IBBC zone subjected to the industry crane loads. The initial design domains are
the thick ring-shape steel plates enveloping the HSS column at the contacts on top and bottom
flanges of the I-section corbel. The BESO method has been developed for the determination
of optimal material distributions through the process of a soft-kill optimization, permitting not
only elimination but also addition of steel masses for various targeted volume fractions. The
influences of inelastic material as well as local steel buckling failures are incorporated using
the comprehensive nonlinear material and geometry FE analyses.
The optimal topology of the retrofitting plates computed provides the maximum strength
enhancement to the HSS columns at the IBBC area, whilst the associated design volumes are
maintained the indicated fractions. The efficiency of the BESO method has been evidenced,
where the maximum load capacities of the HSS columns retrofitted by the steel plates with the
optimal layouts in the IBBC can be achieved at the far lower plate volumes, as compared to
those with the simple uniform-thickness plate designs. Extensions to the present work focus
on the applications of steel open-section columns having different slenderness practically
employed in engineering structures.
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Abstract
From the view of reliability, an optimal inspection model for three-dimensional structures
under random loading is presented. Neuber method and finite element analysis as well as
experiential stress intensity factor(SIF) were applied in the analysis of fatigue life. Based on
the series system theory, the reliability function for the structural fatigue life is given. Treat
the crack initiation life (CIL)as service life and the crack propagation life(CPL) as inspection
period, the optimal inspection period was obtained under a given reliability. The proposed
method is proved to be feasible by a numerical example, which involves a bracket under
random loading.
Key words: Inspection period; Fatigue; Reliability; Stochastic finite element method;
Neuber method

1 Introduction

The resistance of structures will deteriorate during service life. One of the important
mechanisms of deterioration is the effect of fatigue on structures subjected to repeated or
cyclic loading patterns. To maintain acceptable levels of safety, it needs to perform frequent
periodic inspections in case of sudden failure. Performing these inspections is often time
consuming and costly. However, inadequate inspection may result in disasters which cause
heavy casualties. Therefore, in order to reduce inspection costs and ensure structural safety, an
optimal inspection strategy is very important.
Because of the significant uncertainties inherent in the degradation process of the structural
fatigue life, most inspection models[1-7] were based on the reliability method. Using
cost-benefit criteria, Rackwitz[1] developed a maintenance interventions model for
deteriorating structures, but only S-N curves was considered in this paper and the crack
propagation stage was neglected. Zou [2] gave a minimum cost preventive maintenance
schedule for deteriorating structure. He suggested that intervals between inspections were
equal. However, with the fatigue damage growing, fatigue crack growth rate is gradually
accelerated. Intervals between inspections should be gradually shortened to ensure the
reliability by repeated inspections. Based on linear elastic fracture mechanics (LEFM), many
authors [3-5] proposed some inspection strategies. Karan Doshi[3] proposed an inspection
planning for ship structural details using fracture mechanics. Based on dynamic Bayesian
networks, Yang and Frangopol [4] presented a framework for optimizing inspection methods
of fatigue-critical details in order to minimize the posterior expected life-cycle cost .Eltaief
[5] proposed a dynamic inspection time optimization method for scheduling preventive
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maintenance of mechanical components subjected fatigue.
As seen from the above literature review, most of the research on inspection planning for
structures is based on the damage tolerance approach. This approach assumes that initial
cracks were existed for structures. Obviously, these methods are not suitable for uncracked
components with relatively long crack initiation life(CIL). An optimal inspection model was
established by Gao[6]. Meng et al. [7] later extended this work by finite element analysis.
However, Meng’s model is restricted to two-dimensional structures and the complicate
calculation.
Based on the work of Meng et al. [7], this paper proposes an optimal inspection period model
for three-dimensional structures under random loading. Neuber method and Finite Element
Analysis as well as experiential Stress Intensity Factor(SIF) were applied in the analysis of
fatigue life. The proposed method reduces the calculation time and is more suitable for
common engineering structures.

2 Optimised inspection planning methodology

Usually, the fatigue life is separated into a CIL and a crack propagation life (CPL). Denote
the CIL and the CPL as pT and *

pT respectively, the total fatigue life T can be expressed as
*

p pT T T  (1)
Because of uncertainties existed in the process of fatigue, it is difficult for a deterministic
methodology to assess the fatigue life of the structure. Therefore, reliability analyses [8-10]
now are widely applied in fatigue design to ensure that the structure fulfills its design purpose
for some specified design life.
If the structure has m key components , for the ith component, denote the reliability function
ip for the CIL piT and the reliability function *

ip for the CPL *
piT as follows

( )i i pip f T (2)
* ' *( )i i pip f T (3)

Because the fatigue failure is a series system, the failure probability is [6]
*(1 )(1 )i i iF p p   (4)

The reliability is
*1 1 (1 )(1 )i i i iR F p p      (5)

The reliability function for the whole structure will be
* ' * ' *

1 1
(1 (1 )(1 )) ( ( ) ( ) ( ) ( ))

m m

i i i pi i pi i pi i pi
i i

R p p f T f T f T f T
 

        (6)

Treat the CIL as service life and CPL as inspection period. Under a given reliability, when
the CIL is equal to the CPL, the first optimal inspection period T1 can be obtained. If there
is no crack observed in the first inspection, the next inspection period 2T can be obtained as
follows

' '

1
( ( 1 2) ( 2) ( 1 2) ( 2))

m

i i i i
i

R f T T f T f T T f T


     (7)

Similarly, other inspection periods can also be got until a crack is observed.
Optimised inspection planning can be illustrated graphically as shown in Fig.1.
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Fig.1 Sketch of optimal inspection period

3 The fatigue life of structures

In practice, it is necessary to reduce the spectrum of varying loading into a set of simple
constant amplitude loading by rainflow cycle counting method. The relationship between the
total fatigue life under the spectrum of varying loading and fatigue lives under constant
amplitude loadings can be quantified in terms of the Miner’s rule[11]. According to this rule,
the damage D caused by variable amplitude loadings can be defined as

1

k
j

j j

n
D

N

 （ 8）

where jn is the number of cycles at the jth loading level; jN is the number of cycles to
failure under the jth loading level .
When the damage reaches 1, it is supposed that failure will occur. So, the structural fatigue
life T under the spectrum of varying loading can be obtained by

1

1 1
k

j

j j

n
T

ND 

   （ 9）

It should be noted that j pjN N and pT T for the CIL as well as *
j pjN N and *

pT T for
the CPL.

3.1 The crack initiation life

For components in the CIL, the local strains become the parameter which can govern fatigue
behavior. The stress-stain response can be obtained by Elasto-Plastic Finite Element Analysis
(EPFMA) [7]. However, this method means a large amount of calculation and it is
time-consuming. So, Neuber method [12] is adopted to simulate the local nonlinear
stress-strain behavior. Neuber method is expressed as follows

2
tK K K

S e 
 

  (10)

where Kt is the elastic stress concentration factor , Kσ is the true stress concentration factors,
Kε is the strain concentration factors,  and S are the true and nominal stress respectively,
 and e are the true and nominal strain respectively.
For the cyclic loading, Topper et al.[13] suggested that

2
fK S e

  

 

(11)
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where Kf is the fatigue strength reduction factor.
Given the further linear relationship of nominal elasticity

S E e   (12)
where E is the Yong’s modulus.
Rearrangement of Eq (11) leads to:

 22
fK S
E

 


   (13)

Meanwhile, the expression for the cyclic stress-strain curve is
1
'

'2 2 2
n

E K
        

 
(14)

in which 'K is the cyclic strength coefficient, 'n is the cyclic-hardening exponent.
The true strain amplitude  is composed of the elastic and plastic components

e p       (15)
Basquin [14 ]gave the expression for the elastic strain amplitude-life curve:

 
'

2
2

bfe
pNE


 (16)

where '
f and b are the fatigue strength coefficient and exponent respectively .

Both Manson[15 ]and Coffin[16]simultaneously given the expression for the plastic strain
amplitude- life curve:

 ' 2
2

cp
f pN





 (17)

where '
f and c are the fatigue ductility coefficient and exponent respectively.

From Eqs. (16) and (17), the expression of strain–life curve is established as

   
'

'2 2
2

b cf
p f pN N

E
 

  (18)

When referring the mean stress m , Morrow [17] suggested that the elastic part of the
strain-life curve could be modified as follows

   
'

'2 2
b cf m

a p f pN N
E

 
 


  (19)

if 0m  , then specify 0m  .
The local stress and strain at time j can be obtained by the following expression

' '
1 , 1 , 1 , 1 , 1

1
( ) ( )

j

j j j j j j k k k k
k

sign S sign S       


       (20)

' '
1 , 1 , 1 , 1 , 1

1
si ( ) si ( )

j

j j j j j j k k k k
k

gn S gn S       


       (21)

where '
, 1k kS  is the nominal stress increment from time k-1 and k, if '

, 1 1 0k k k kS S S     ,
'
, 1( ) 1k ksign S   ; while '

, 1 0k kS   , '
, 1( ) 1k ksign S    .

3.2 The crack propagation life

For the CPL *
p

N , fatigue crack growth laws were based on LEFM. The crack growth rate is
presented by a general form
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 * , , IC
p

da f K R K
dN

   (22)

where K is the SIF range, R is the stress ratio, KIc is the fracture toughness.
Paris and Erdogan [18], who postulated that the rate of fatigue crack growth depends on the
SIF range K ,proposed the basic model of the fatigue crack growth rate

 *

m

eq
p

da C K
dN

  (23)

where C and m are material parameters; eqK is the equivalent stress intensity range of
mode I, which is

max min
eq eq eqK K K   （ 24）

where max
eqK is the value of the maximum SIF and min

eqK is the minimum SIF.
According to the theory of maximum circumferential stress[19], the equivalent SIF of mode
I can be written as

   T
eqK K  （ 25）

in which

  I

II

K
K

K
 

  
 

,   2
cos

2cos
2 3sin

2






 
 

   
   

（ 26）

2
12 tan 8
4

I I

II II

K Karc
K K


         

（ 27）

where  is the crack propagation angle and its sign is the opposite of the IIK .
From Eq. (23), the CPL *

p
N can be got

 0

* ca

mp a
eq

daN
C K




 (28)

where the initial crack length 0a are determined by the threshold SIF Kth and the final crack
length ca are determined by the fracture toughness KIC[ 20].
To account for the effect of loading ratio R and the fracture toughness KIC , Forman[20]
suggested that

 
 0

* 1ca IC eq
mp a

eq

R K K
N da

C K

  



 (29)

For two-dimensional structure, Meng et al. [7]proposed triangular quarter-point elements
around the crack tip to calculate the SIF. However, the complexity of crack mesh makes it
difficult to apply finite element method to the crack propagation analysis of three-dimensional
structure. According to LEFM, the stress intensity which depends on the loading, crack shape,
mode of crack displacement can be expressed as

       ( , )iK Y a S a i I II  (30)
where Y(a) is the geometry correction factor.
For a semi-elliptical surface crack(in Fig.2) which is the most common problem in
engineering, the geometry correction factor [21] is
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1
2 4

2 2sin cos
( )

( ) f

a
c

Y a M
k

 



 
          
 
 
 
 

(31)

Fig. 2 The semi-elliptical surface crack
where a is the depth, c is the half-length,  is the angle in the parametric equation of ellipse ,
 k is the complete integral of the second kind that can be approximated as

 
1/21.65

1 1.464 ak
c


        

(32)

Mf is the correction factor, for finite width W and finite thickness t ,it can be calculated as
2 4

1 2 3f w
a aM M M M gf
t t

               
(33)

where

1 1.13 0.09 aM
c

 

2
0.890.54

0.2
M a

c

  


24

3
10.5 14 1

0.6

aM a c
c

     
 

 
2

21 0.1 0.35 1 sinag
t


          

sec
2w
c af
W t
 

   
 

4 Reliability analysis of fatigue life

Note random variables as X 1 2( ,  ,x x  ,  )nx and define the performance function of
fatigue life as
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1
( ) ln ln ln ln

k
j

D D
j j

n
g T T T

N

 
      

 
X (34)

in which DT is the design life.
The reliability of the structure is as follows

( ) 0
( )

g
R f d


  X

X X (35)

where ( )f X is the joint probability density function(PDF).
In general, Eq.(35) cannot be solved analytically. The most common approach to compute the
reliability is the first order reliability method (FORM). In the FORM,the failure surface is
represented by a hyperplane at the most probable failure point(MPP), which is the closed
point to the origin in the standard normal space. So, the reliability analysis of fatigue life can
be treated as a constrained optimization problem as follows

find: Y

which minimizes: T  Y Y
subject to:   0H Y (36)

where  is the reliability index, Y= [y1, y2, . . ., yn] denote the standard Gaussian variables,
H(Y) in the standard normalized space is transformed by the performance function G(X) in
the physical space.
The structure reliability can also be expressed as

( )R   (37)
where is the standard normal cumulative distribution function(CDF).
Assumed the basic variables X are stochastically independent, a transformation from the basic
x-space to the standard normal y-space is defined by

   
ix i iF x y  (38)

where  
ix iF x is the CDF in terms of the basic variable ix .

The transformed standard normal variable is then given by
 1

ii x iy F x      (39)

Taking the derivative of both sides of Eq.(38) yields
   

ix i i i if x dx y dy (40)

 
 

i

ii i

i i x i

ydx x
dy y f x


 


(41)

where  
ix if x is the basic PDF,    is the standard normal PDF.

Since it is impossible to find the MPP in Eq. (36) analytically, the iterative expression for the
MPP search is given by[22]

 
 

1
k

k k
k

g

g
   



Y

Y
(42)

 
 

 
 

1
k k

k k
k k

g g

g g

      

   

Y Y
Y

Y Y
(43)

where        
1 2

, ,...,
n

g g g
g

y y y
   

      

Y Y Y
Y

For the jth load level, if the random variable ix is independent to the structural displacement,
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the partial derivative of g function with respect to yi can be theoretically calculated according
to the chain rule of the composite function

2 2
1

1 1 1 k
j j j i

ji j i j i i

N n N xg T D
y T D N x T D N x y

    
 

     
 (44)

If the random variable ix is relevant to the structural displacement , there are

,
2 2

1 ,

1 1 k
j p j j p j m j i

ji j j i m j i i

n N N xg
y T D N x x y

 
 

     
         

 (45)

*
,

2 2
1 ,

1 1 k
j pj eq j i

ji j eq j i i

n N K xg
y T D N K x y

  


    (46)

where
,max ,min1

2
j j j

i i ix x x
     

     
(47)

, ,max ,min1
2

m j j j

i i ix x x
     

     
(48)

max min
, , ,eq j eq j eq j

i i i

K K K
x x x

  
 

  
(49)

From Eqs. (20) and (21) ,we have

, 1'
, 1

1
( )

j
j k k

k k
ki i

sign S
x x
  




 
 

 
 (50)

, 1'
, 1

1
( )

j
j k k

k k
ki i

sign S
x x
  




 
 

  （ 51）

Also from Eqs.(13) and (14), we obtain
2

, 1, 1 , 12 f k kk k k k

i i

K S S
x G x
   


 

（ 52）

, 1 , 1k k k kG E W      （ 53）
1 '

'
, 1

' '1
' 2

n
n

k kEW
n K K
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, 1 , 1k k k k

i i

W
x E x
   


 

（ 55)

, 1 1k k k k

i i i

S S S
x x x

 
  

 
  

(56)

And k

i

S
x




can be obtained by From the view of reliability (SFEM).

5. Taylor expansion stochastic finite element method

Due to the available technological advances in computing power, SFEM has acquired quantity
attention over the past three decades and has become an excellent tool to solve problems with
uncertain. There are mainly three types of SFEM :Taylor expansion SFEM [23], perturbation
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SFEM [24] and Neumann expansion SFEM[ 25]. Due to the effectiveness and easy coding,
Taylor expansion SFEM is chose here to obtain the partial derivative k

i

S
x




.

The finite element equation is as follows
KU = F (57)

in which U is the displacement vector, K is the global stiffness matrix, F is the global load
vector. Both K and F are functions of random variables.
By using the first-order Taylor expansion method, there are

1
[ ]E


 U U K F (58)

1

i i ix x x
    

     

U F KK U (59)

in which U , K and F are the mean values and [ ]E  is the expectation operator.
According to the stress-displacement relationship, there is

S DBU (60)
in which S is the stress vector, D is the elasticity matrix, B is the displacement shape
function matrix.
From Eq. (60) , the mean value of stress vector can be written as

       E E E ES D B U (61)

The partial derivative
ix




S can be got by Eqs. (60)

i i i ix x x x
   

  
   

S D B UBU D U DB (62)

6 Example

As shown in Fig.3, a bracket, whose material is alloy 16Mn[26], is fixed at its left surface.
The parameters are listed as follows: the Young’s modulus E is 71.02GPa ， the cyclic strength
coefficient 'K is 645.79, the cyclic-hardening exponent 'n is 0.0069, the threshold stress
intensity Kth is 16.8MPa m ， the fracture toughness KIC is 68.6MPa m . The loading history
can be seen in Fig.4 and the coefficient of variation(CV) for each nominal load is 0.1. The
other random variables are given in Table 1.

Fig.3 The bracket under random loading
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Fig.4 The loading history

Tab. 1 Random Variables
Mean CV

'
f 847MPa 0.03

b -0.0943 0.03
'
f 0.4644 0.04

c
C

-0.5396
1.062×10-13

0.04
0.07

m 4.443 0.06

Fig.5 Finite element mesh of the bracket

Finite element analysis during the CIL was made using commercial software Ansys. Finite
element mesh of the bracket is presented in Fig.5. The relationship between the life pT and
probability p is shown in Fig 6. The result of this paper is also compared with the 100,000
Monte-Carlo simulations. The expression of reliability p with the CIL pT is as follows

-10 2 -6 -9.20396270 10 +8.2537296 10 0.984009p pp T T      （ 63）
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Fig.6 Reliability for CIL

Fig. 7 Von Mises Stress distribution of the bracket in the CIL

Fig.8 Reliability for CPL

From the finite element analysis as shown in Fig. 7, the maximum stress occurs in the fillet at
the corner.
Assuming the variable ratio a/c is 0.5, the relationship between *

pT and p* during the CPL is

shown in Fig.8. The expression of reliability p* with the propagation life *
pT is as follows

2* -9 * -5 * -1.61785714 10 -1.75335714 10 1.02763142p pp T T     （ 64）
Substitute Eq. (63) and (64) into (6), then given * 1p pT T T  , 0.9999R  and the calculated
first inspection period 1T is 6419 cycles and the 10000 Monte-Carlo simulation result is
6858 cycles.
Fig. 9 presents the relationship between inspection period and variable ratio a/c. It can be seen
that the inspection period grows with the increasing of the variable ratio a/c. For safety’s sake,
the value of a/c can be taken as 0.1.
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Fig. 9 Relationship between inspection period and a/c

7 Conclusion

From the view of probability theory and mathematical statistics, an optimal inspection period
model is presented for structures, based on SFEM and the reliability method.
This method can ensure the safety and reliability of the structure and make full use of it by
prediction its service life. Since the structural fatigue life includes the CIL and the CPL, the
inspection policy that takes the CIL as service life and the CPL as inspection period could
ensure the safe operation of the structure, even if there is no crack.
With the finite element analysis and Neuber method in CIL, experiential SIF in CPL
analysis , the proposed method reduces the calculation time. The result of this paper shows
good accuracy when it is compared with Monte Carlo Simulation.
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Abstract 

Topology optimization is an advanced design method for generating lightweight and high-

performance structures by determination of the material distribution. One of important 

drawbacks of the topology optimization, especially performed by the density-based approach, 

is that distinct and smooth boundaries cannot be directly obtained owing to checkerboard 

patterns, grayscales and irregular shapes. This drawback make it difficult to manufacture the 

results of topology optimization. In this paper, a novel methodology is proposed to 

automatically obtain optimal smooth boundaries of topology optimization results using an 

efficient boundary smoothing technique and H1 gradient method, which is a node-based 

parameter-free optimization method. With this methodology, distinct and smooth optimal 

boundaries can be determined without any shape design parameterization. Moreover, re-mesh 

is not necessary in the shape updating process and the process is fully automatic. The validity 

and practical utility of this method is verified through a numerical example with respect to a 

mean compliance minimization problem. 

 

Keywords: Topology optimization, Density approach, Boundary smoothing, Shape 

optimization, H1 gradient method 

 

Introduction 

Topology optimization is an advanced design method that is generally performed in the initial 

phase of the design to predict the optimal material distribution within a given initial design 

space of a structure. Compared to size and shape optimization, topology optimization is the 

most comprehensive and attractive type of structural optimization. Both shape and 

configuration can be varied in the topology optimization to obtain lightweight and high-

performance structures that are difficult to obtain with conventional design ideas. 

Since the“ homogenization approach to topology optimization”[1] is introduced in the 

seminal paper by Bendsøe and Kikuchi in 1988, topology optimization has been extensively 

studied and achieved a tremendous development. Other than the homogenization approach, a 

number of topology optimization approaches have been proposed, including: density based 

approach [2]; level set method [3]; evolutionary approaches [4]; topological derivative [5]; 

phase field [6], and several others [7]. Among these approaches, the density approach is the 

most popular technology due to its efficiency in computation. Moreover, this method is 

relatively easy to implement numerically and has been employed in many commercial 

software. In addition, it can be easily applied to physical problems other than structural 

mechanics. Since 2000, the density approach has been applied to various physical problems 
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such as heat diffusions, fluids, acoustics, electromagnetics, optics, etc. Unfortunately, the 

topology optimization performed by the density-based approach tends to suffer from 

numerical instability problems, including mesh dependency, checkerboard patterns and 

grayscales. Distinct and smooth boundaries cannot be directly. This drawback makes it 

difficult to directly manufacture the results of topology optimization, and makes these results 

difficult to use in subsequent studies. 

To obtain distinct and smooth boundaries from topology results, many approaches have been 

proposed. For example, the density contour approach is widely used to identify geometric 

boundaries by selecting a value of density threshold [8]. Basic shape templates [9], such as 

parametric spheres, cylinders, and rectangles, are applied to determine the size and location of 

holes inside topology results. Interpolation functions [10], such as B-spline curves, bi-quartic 

surface splines, and T-spline curves, are employed to describe complicated boundary shapes. 

More recently, Yi and Kim proposed a method to identify the boundaries of topology 

optimization results using basic parametric features, such as lines, arcs, circles, and fillets [11]. 

This method can deal with complicated boundary shapes with a relatively modest number of 

fitting variables. S. Liu et al. presented a method for interpreting topology results into smooth, 

parametric CAD models by using an adaptive B-spline fitting method after several 

preprocessing steps, and stereo lithography (STL) models for additive manufacturing [12]. 

Nevertheless, most of previously proposed methods are parametric methods. These methods 

are effective to reduce the design variables, but require the time-consuming shape 

parameterization preprocess in advance, especially for complicated structure. Moreover, the 

obtained shapes are strongly dominated by the parameterization process.  

In this paper, a parameter-free methodology is proposed for boundary identification of 

topology optimization results. Firstly, the topology optimization is carried out by the density 

approach without any sensitivity filtering. Secondly, checkerboard patterns are filled with 

material by an automatic algorithm that accompany the element removal procedure. At this 

point, a boundary smoothing technique is applied to regulate the zig-zag elements at the 

design boundary to be distinct and smooth enough for the subsequent parameter-free shape 

optimization. Finally, the H1 gradient method [13] is employed to the newly established 

boundaries to obtain optimal smooth shapes. 

Formulation of the topology optimization problem 

Consider a structure occupying a domain Ωmat, which is part of a larger reference domain Ω in 

Rd (d=2 or 3). The reference domain Ω is chosen so as to allow for a definition of the applied 

loads and boundary conditions and the reference domain is sometimes called the ground 

structure. Referring to the reference domain Ω, the optimal design problem can be defined as 

the problem of finding the optimal choice of stiffness tensor Eijkl (x), which is a variable over 

the domain [14]. Here, let’s consider the mean compliance minimization (global stiffness 

maximization) problem, which is widely used for testing various new methods in the literature. 

The formulation of this optimization problem can be written as follows: 

 

min ( )
U

l
u

u                                                                            (1) 

Subject to     ( , ) ( )a lu w w , for all Uw                                     (2) 

                           1V d V


                                                             (3) 
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Here the equilibrium equation expressed in Eq. (2) is written in its weak, variational form, 

with U denoting the space of kinematically admissible displacement fields. Moreover, 

1 2 3{ , , }w w ww   expresses adjoint variables of the variational equilibrium equation. V  

denotes constraint value of the volume V. In addition, the bilinear forms ( , )a u w  and the 

linear form ( )l w  are defined in Eqns. (4) and (5), respectively, using tensor representation. 

 

, ,( , ) ijkl k l i ja E u w d


 u w                                                     (4) 

( )l d ds
 

  w fw tu                                                     (5) 

 

where 
ijklE  is the elasticity tensor and 

ijkl klij jikl ijlkE E E E   . f are the body forces and t 

indicate the boundary tractions on the traction part t      of the boundary. 

An extremely efficient and commonly used method to solve the formulated topology 

optimization problem, is the SIMP (Solid Isotropic Material with Penalization) method. The 

basic concept of the SIMP method is to use the "density" ρ(x) to describe that a point x is 

filled with a given isotropic material (ρ=1) or void (ρ=0). Then, the volume of the structure 

can be evaluated as ( )x d


 . In other words, this topology optimization problem can be 

mathematically formulated as a distributed, discrete valued design problem (a 0-1 problem) as 

follows:  

 

mat

mat

1 if 
( )

0 if \

x
x

x


 
 

 
                                                  (6) 

 

In the SIMP, another point is to define the stiffness tensor Eijkl of the point x as follows, in 

order to solve the formulated 0-1 problem. 

 

0( ) ( ) , 1ijkl

p

ijklE x x E p                                                   (7) 

 

where, 
0

ijkl
E represents the material properties of a given isotropic material. p indicates the 

penalization factor, and 3p  is usually required to ensure a good convergence. It means that 

if a final design has density 0 or 1 in all points, this design is a black-and-white design, the 

performance has been evaluated with a correct physical model. Unfortunately, the topology 

optimization performed by the density-based approach tends to suffer from numerical 

instability problems, including mesh dependency, checkerboard patterns and grayscales. 

These drawbacks result in the topology results cannot be directly transformed to models for 

manufacturing. 

Parameter-free methodology for boundary identification 
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Step3

Step2
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Boundary smoothing treatment

Solve the equilibrium equation

Parameter-free shape optimization
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Solve the equilibrium equation with pseudo force

Update design 

Converged ?

No

Yes

end

Topology optimization

Calculate the sensitivity functions with respect to topology

Start

Update density fields

Converged ?

Solve the equilibrium equation

Yes

No

Setting optimization conditions

  
 

Fig.1 Flowchart diagram of the parameter-free methodology for boundary identification 

 

This section illustrates a summary of the main steps involved in our methodology for the 

boundary identification. Fig.1 shows the flowchart diagram of the boundary identification 

system, which is composed of in-house C-codes and a commercial FEM code. First, the 

topology optimization is carried out by the density approach without any sensitivity filtering. 

Then, the boundary smoothing technique is initiated once the topology optimization has 

reached its termination criterion. In this step, checkerboard patterns are filled with material by 

an automatic algorithm that accompany the element removal procedure. Furthermore, a 

boundary smoothing technique is applied to regulate the zig-zag elements of the boundary to 

be distinct and smooth enough for the subsequent parameter-free shape optimization. 

The boundary smoothing is performed with geometric data only, which may result in increase 

of the objective functional. Thus, shape optimization method should be employed to the 

newly established boundaries to minimize the objective functional, and to obtain optimal 

smooth shape. The parameter-free shape optimization method proposed here for the boundary 

identification of topology optimization results is based on the H1 gradient method, which is 

also called the traction method and is a type of gradient method in a Hilbert space. It is a 

node-based shape optimization method that can treat all nodes as design variables and does 

not require any shape design parametrization. The original H1 gradient method was proposed 

by Azegami in 1994 [13], and was modified by Shimoda and Liu to perform the free-form 

shell optimization [15], and the shape optimum design of stiffeners on thin-walled structures 

[16]. 

In this work, we apply the H1 gradient method to obtain the optimal boundary shape variation 

of topology optimization results. Here, the Dirichlet conditions are defined for a pseudo-

elastic body. A distributed force proportional to the shape gradient function −Gn is applied in 
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the normal direction of boundary. The analysis for the optimal boundary shape variation is 

called the “velocity analysis”. The shape gradient function is not applied directly to the shape 

variation but rather is replaced by a force, to vary the shape of boundary. This makes it 

possible both to reduce the objective functional and to maintain the smoothness, i.e., mesh 

regularity.  

Numerical example 

The proposed methodology was applied to a numerical example in order to confirm its 

validity and practical utility for the boundary identification of topology optimization results. 

Fig. 2(a) shows the fixed design domain and the boundary conditions of a cantilever model, 

which occupies a rectangle domain of size 500mm×400mm and is discretized by 50×40 

elements. The left-hand edge of the model is fully constrained and the middle portion of the 

right-hand edge is subject to a concentrated load acting in the negative vertical-direction. In 

this example, the model is made of an isotropic linear elastic material with Young’s modulus 

E= 210GPa, Poisson’s ratio ν = 0.31. 

First of all, the topology optimization is carried out to minimize the mean compliance by the 

density approach without any sensitivity filtering. The results is shown in Fig. 2(b), where the 

black elements represent the portions filled with the isotropic material and the white elements 

represent the void (no material). Obviously, grey density elements with density range 0<ρ<1 

and the checkerboard pattern exist in the topology optimization results. These grey elements 

has no physical meaning and is difficult to be dealt with in the manufacture process.  

Here, we apply the proposed parameter-free methodology to identify the distinct and smooth 

boundaries of the topology optimization results. Following the above procedures of the 

proposed methodology, the boundary identification of the cantilever model is conducted, and 

the details of each step are shown in Fig. 3, where the color contour plots represent the 

distribution of the topological or shape sensitivity and are scaled to the same range of values. 

Fig. 3(a) to (d) provide the details of analysis results of the initial shape, the results after the 

density based topology optimization, the obtained shape by the zigzagging boundaries 

regulation and the smoothing treatment and the identified optimal shape via the H1 gradient 

method, respectively. Compared with the results shown in Fig. 3, distinct and smooth 

boundaries are identified by the proposed method and are more suitable for manufacturing. 

 

 

500

4
0
0

Design domain

P

 
(a) Design domain                                           (b) Topology optimization result 

 

Fig. 2 Design domain of a cantilever model and its topology optimization result. 
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(a) Initial shape                                (b) topology optimization 

 

 

 

 

 

 

 

 

 

 

 

(c) Boundary smoothing                                (d) Shape optimization 

Fig. 3 Distribution of the topological/shape sensitivity of configuration obtained in each step. 

  

 

 

 

 

 

 

 

 

 

(a) 50×40 mesh                                                        (b) 100×80 mesh                  

 

 

 

 

 

 

 

 

 

 

 

                                                    (c) 200×160 mesh 

Fig. 4 Optimal configurations using different meshes 
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As shown in Fig.4, using the same model, the effect of the mesh size upon the resulting 

optimal configurations is investigated in three cases, in which degree of discretization is 

subject to the following mesh parameters: 50×40, 100×80 and 200×160. The comparison of 

optimized configurations obtained in the three cases is shown in Fig 6, where all of the 

obtained optimal configurations are distinct, smooth, and practically identical. It is confirmed 

that dependency with regard to the mesh size is extremely small, and an appropriate optimal 

configuration can be obtained even if the model is discretized by coarse meshes. 

Conclusions 

This paper proposed a parameter-free methodology to identify the boundaries of topology 

optimization results. The proposed methodology based on the boundary smoothing technique 

and the H1 gradient method, which is a node-based, parameter-free shape optimization 

method. The validity and practical utility of this method were verified through a design 

example. The main advantages of this method are summarized as follows: 

・Optimal smooth boundaries can be determined without any shape design parameterization. 

・Re-mesh is not necessary in the shape updating process, because mesh smoothing is 

simultaneously implemented by the H1 gradient method. 

・It can be easily implemented in combination with a commercial FEA code and the process 

is fully automatic, which means it has generality and practical utility for actual design work. 
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Abstract  

In order to numerically describe the whole failure process of bonded pipe joints under tension 

loads which is common in mechanical engineering, a cohesive interface modeling approach 

about debonding analysis of adhesively bonded interface of pipe joints is presented in this 

paper. A rigid-softening cohesive model was adopted to characterize the deformation of the 

interface. The whole failure process divided into different sections was discussed in detail and 

closed-form solutions of bond slip and shear stress were obtained. Finite element method 

(FEM) model for the bonded pipe joints under certain situations was established using 

commercial software ABAQUS, and the analytical and FEM results were compared. The stress 

transfer mechanism, the interface crack propagation and the ductility behavior of the joints 

under tension loads could be explained. These outcomes do help for the design and application 

of bonded pipe joints and can be extended to other orthotropic materials.  

Keywords: Adhesively bonded; Cohesive law; Pipe joints; Failure process; Tension loads 

 

1. Introduction 

Pipe structure is a very important structural form for energy and construction industries. With 

the development of material science and manufacturing, the mechanical properties of pipe have 

been dramatically improved. However, the limitations of the overall system performance 

usually come from the capacity of pipe joints. Therefore, the pipe joints play the most important 

role in the overall integrity of most piping systems [1][2]. 

 

Among all the possible loading configurations, tension loading is one of the fundamental 

loading types. Because of the difficulties in the analysis of interfacial behavior, few theoretical 

studies are available in the literature. Moreover, all the existing analytical studies were focused 

on the elastic region of interfacial behavior. Lubkin and Reissner [5] used the ordinary 

thin-shell theory to study the adhesive shear and normal stresses and Poisson’s effect was taken 

into consideration. Based on the Lubkin and Reissner model, an explicit closed-form solution 

was obtained by means of the Laplace transform [6][7]. By means of the principle of minimum 

complementary energy, closed-form solutions are obtained by Shi and Cheng [8]. Nemes et al. 

[9][10] introduced σrr and σzz into the potential energy formulation to predict the intensity and 

the distributions of stresses. In order to understand the mechanical behavior, Yang [11] 

developed an analytical model based on the first-order laminated anisotropic plate theory. 

Adhesive peel stress and shear stress distributions are obtained. Pugno and Carpinteri [12] 

focused on both static and dynamic behavior of the joint. A fracture energy criterion to predict 

brittle crack propagation for conventional and optimized joint was presented.  
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Finite element methods have been used increasingly since the 1970s to analyse lap joints. Finite 

element and experimental results are good supplements to analytical research. The analysis of 

adhesively bonded joints has been based, generally, on the assumption that the adhesive 

behaves as a linearly elastic material. Many adhesives, however, exhibit nonlinear stress-strain 

behaviour, particularly near failure. Nagaraja and Alwar [13] reported an attempt on the 

analysis of an adhesive tubular lap joint with the adhesive obeying a nonlinear stress-strain law. 

The cross section was modelled with two dimensional finite element mesh by Hossein and 

Ochsner [14]. Based on Tsai-Wu coupled stress criterion, three-dimensional stress analyses had 

been carried out [15]-[17]. By using a linear elastic fracture mechanics methodology, Reedy 

and Guess [18] studied the axial strength and fatigue resistance of tubular lap joints. Cognard et 

al. [19] analysed stress concentrations for the first time, starting from refined finite element 

computations under a linear elastic assumption. The main parameter of failure process is 

interface slip which is difficult to be measured during experiment. To the authors’ 

acknowledgement, very little experimental data can be found in the existing references. An 

experimental study was concerned with the monotonic and cyclic damage behavior of 

adhesively bonded glass-fiber reinforced epoxy polymer tubes [20]. The results revealed 

characteristic damage modes for the pipe body and the joint area. 

 

Cohesive zone model has evolved as a preferred method to analyse fracture problems in 

composite material systems because it avoids the singularity and can be easily implemented in a 

numerical method of analysis such as in finite element modeling [3][4]. It is generally accepted 

that cohesive zone models can be described by two or three independent parameters [21]. These 

parameters may be the fracture toughness, the cohesive strength σf (or τf) and the shape of the 

cohesive law. Based on the existing cohesive zone models, some analytical solutions have also 

been developed to solve interface debonding problem for the adhesively bonded joints 

[22]-[27]. 

 

In the present study, failure process of bonded interface based on rigid-softening cohesive zone 

model is investigated. The expressions for the interface slip and shear stress are derived for the 

different loading stages. And the maximum load capacity is derived. The simple expressions of 

analytical study can be directly used for practical design.  

2. Interface model of pipe joints 

2.1. Interface model and assumptions 

The inner and outer pipes are bonded together by a thin and soft adhesive layer shown in Fig. 1. 

Here the inner and outer pipes are defined as pipe 1 and 2, respectively. Due to symmetry, only 

the right half of the pipe joints is considered. The distance between the left end of pipe 1 and the 

right end of pipe 2 is expressed by L. 

                   
(a) A cross-sectional view                                           

Figure 1. Adhesively bonded pipe joints. 

Before starting the derivations, the basic assumptions adopted in the present study are 

summarized as follows:  

(b) A side view 
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(1) The adherents are homogeneous and linear elastic; 

(2) The adhesive is only exposed to shear forces; 

(3) Radial displacements produced by the axial stress because of Poisson’s effect are 

neglected. 

2.2. Governing equation 

If at the given cross-section as illustrated in Fig.2, the slips of pipe 1 and 2 are different from 

each other, a relative slip occurs accompanied by a longitudinal relative displacement at the 

bond layer. Considering the elastic constitutive law of two tubes, their axial force F1 and F2 are 

written as: 

 1
1 1 1

du
F E A

dx
=      (1)

 2
2 2 2

du
F E A

dx
=        (2)

where Ei, Ai, ui are Young’s modulus, cross section and axial displacement of pipe i=1 and 2, 

respectively. Ri, Rii, Rio, ti are the average radius, inner radius, outer radius, thickness of pipe i=1 

and 2, respectively. Ea and ta are Young’s modulus and thickness of the adhesive layer. 

According to the above assumptions, the tension load carried by the soft and thin adhesive layer 

is ignored. Thus, the equilibrium between external and internal tension load in the pipe joints 

requires: 

 
1 2F F F= +        (3) 

 
(a) Schematic for the right half of pipe joints 

 
(b) Infinitesimal isolated body 

Figure 2. Deformation and equilibrium in the bonded joints. 

The interface slip δ is defined as the relative displacement of two bonded pipes: 

 
1 2u u = −         (4) 

In this model the study starts from the axial equilibrium, considering pipe 1 in Fig. 2. 

 11

2

dF

R dx



=        (5) 

where τ is the interfacial shear stress along the axial direction and R is the distance between the 

center of the pipe and mid-height of the adhesive layer. Substituting Eqs.(1)-(4) into Eq.(5) 

yields, by introducing interfacial fracture energy Gf. 

 
2

2

2 2

2
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f

f

Gd
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− =        (6) 
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R d F
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       (7) 
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where 

 
2

2

1 1 2 2

1 1
2

2

f

f

R
G E A E A


 

 
= + 

 
       (8) 

Eq.(6) is the governing differential equation of the adhesive bonded joints in Fig. 1. When the 

local bond-slip law τ=τ(δ) is found, this equation can be solved. 

2.3. Bond-slip law 

 

Figure 3. Bond-slip model. 

As shown in Fig. 3, the rigid-softening model has only a softening branch and can be obtained 

from the bi-linear model by omitting the linear ascending branch (i.e. δ1=0). The elastic 

deformation δ1 at the peak bond stress τf is much smaller than the ultimate slip δf when the shear 

stress reduces to zero, which signifies the shear fracture (or debonding or macro-cracking) of a 

local bond element. Therefore, this model can be treated as simplifications of the bi-linear 

bond-slip law. The rigid-softening model is described by the following equation: 

 ( )

( )

( ) ( )

( )

0 0

0

0

f

f f

f

f

f




     



 


=





= = −  


 


       (9) 

When δ=0, it is called a rigid stage which is simplified as R. When 0<δ≤δf, it is called a 

softening stage which is simplified as S. When δ>δf, it is called a debonding stage which is 

simplified as D. Once the bond-slip law is defined, the governing equation (i.e. Eq. (6)) can be 

solved to find the shear stress distribution along the interface and the load-displacement 

response of the bonded joints. The states of the interface and the possible debonding processes 

are discussed below. 

 

Substituting Eq. (9) into Eq. (6) givens the following differential equation for different stages: 

 
2

2
0

d

dx


=  for rigid stage    (10) 
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12
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d
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   − − =   for softening stage     (11) 
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0 δf δ 
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3. Analysis of the failure process 

3.1. SRS stage 

At small load, the whole length of the interface is in a softening-rigid-softening state (SRS stage) 

and experiences no debonding. The lengths of softening regions at the left and right sides are 

denoted by aL and aR, respectively. The differential equation for this stage is Eq. (11) with 

boundary conditions: 

 

 ( )1 0 0F =      (13) 

 ( )1F L F=      (14) 

 ( ) 0La =      (15) 

 ( ) 0RL a − =      (16) 

In the whole bond length, the distribution of axial normal stress is continuous. Therefore, it can 

be known from Eqs. (1) and (7) that δ’(x) is related to F1. Thus δ’(x) is continuous as expressed 

below:  

 ( )x  is continuous at
Lx a=     (17) 

 ( )x  is continuous at
Rx L a= −     (18) 

Based on the conditions (15) and (17), the solutions of Eq. (11) for the relative shear 

displacement and the shear stress of 0≤x≤aL can be written in the form: 

 ( ) ( )1cosf f Lx x a   = − −        (19) 

 ( ) ( )1cosf Lx x a  = −        (20) 

The expressions of shear displacement and stress for rigid part of the bond length in the middle 

can be easily obtained based on the bond-slip law. Therefore, the expressions for the rigid 

region are not given. In addition, based on the conditions (16) and (18), the solutions of Eq. (11) 

for the relative shear displacement and the shear stress of L-aR≤x≤L can be written in the form: 

 ( ) ( )1cosf f Rx L a x   = − − −        (21) 

 ( ) ( )1cosf Rx L a x  = − −        (22) 

The interface slips at the two ends are defined as ΔL and ΔR, respectively. According to this 

definition, ΔL and ΔR can be obtained from Eqs. (19) and (21): 

 ( )1cosL f f La   = −      (23) 

 ( )1cosR f f Ra   = −      (24) 

Based on the conditions (13)-(14), the expressions of load can be obtained: 

 ( )1 1

2 2

sinf L

F
a

E A
   =      (25) 

 ( )1 1

1 1

sinf R

F
a

E A
   =      (26) 

By comparing the two above equations, the relationship of the length of two softening regions 

is given in the form: 

 ( ) ( )1 1sin sinR La a  =      (27) 

where 

 2 2

1 1

E A

E A
 =      (28) 

It can be known from Eqs. (23)-(24) and (27) that the relationship of interface slips at the two 

ends is related to the non-dimensional parameter ρ. If ρ=1, the interface slips at the two ends are 

the same and the two ends enter into debonding at the same time. If ρ is not equal to 1, the 

interface slips at the two ends are different and the sequence of entering into debonding should 
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be considered. The shear stress at the right end reaches δf first when ρ>1 since slip at the right 

end is larger than that at the left end. When ρ<1, the result is the opposite. Therefore, two cases 

of ρ=1 and ρ>1 are considered without loss of generality. The load-displacement curve could be 

obtained from Eqs. (23)-(26). 

3.2. Case ρ=1 

As load increases, shear stresses at the two ends reach τf and the interface enters into DSRSD 

stage. If the bond length is not long enough, the whole interface enters into softening region 

while the shear stresses at the two ends are still less than τf. Therefore, there exists a critical 

bond length to distinguish the following failure process. By letting ΔL=ΔR=δf and aL+aR=L, the 

critical bond length can be easily obtained as: 

 1

1

crL



=      (29) 

If L>Lcr1, the interface enters into DSRSD stage from SRS stage. But if L<Lcr1, the interface 

enters into S stage from SRS stage. 

3.2.1. L<Lcr1 

3.2.1.1. Critical state 

At the end of SRS stage when aL=aR=L/2, the interface enters into S stage. The expression of 

ultimate load can be obtained from Eqs. (25)-(26): 

 1 1 1 1 2 2 1 1

1 1
sin sin

2 2
u f fF E A L E A L     

   
= =   

   
     (30) 

3.2.1.2. S stage 

The differential equation of S stage is Eq. (11) with boundary conditions (13)-(14). The 

expressions of displacement and shear stress can be written as the follows: 

 
( )

( )

( )

( )
11

1 1 1 1 2 2 1 1

coscos1 1

sin sin
f

L xxF F

E A L E A L


 

   

−  
= − −      (31) 
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f f
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f f

L xxF F
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−  
= +      (32) 

In this stage, the interface slips at the left and right ends can be obtained as: 

 
( )

( )1

1 1 1 1 2 2 1

1 1 1
cot

sin
L f

F F
L

E A L E A
 

  
 = − −      (33) 

 ( )
( )

1

1 1 1 2 2 1 1

1 1 1
cot

sin
R f

F F
L

E A E A L
 

  
 = − −      (34) 

The load-displacement curve could be obtained from Eqs. (33) and (34). 

3.2.2. L>Lcr1 

3.2.2.1. Critical state 

At the end of SRS stage, the two softening lengths can be derived as aL=aR=π/(2λ1). When 

ΔL=ΔR=δf, the interface enters into DSRSD stage. The expression of ultimate load can be 

obtained from Eqs. (25)-(26): 

 1 1 1 2 2 1u f fF E A E A   = =      (35) 

3.2.2.2. DSRSD stage 

During DSRSD stage, debonding (or macro-cracking or fracture) commences and propagates 

along the interface. We assume that the debonding lengths of the interface starting at the left and 
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right ends are dL and dR, respectively. The differential equations of this stage are Eqs. (10)-(11) 

with boundary conditions (13)-(14) and: 

 ( )L fd =      (36) 

 ( )R fL d − =      (37) 

 ( ) 0L Ld a + =      (38) 

 ( ) 0R RL d a − − =      (39) 

and continuous conditions are given as follows: 

 ( )x  is continuous at
Lx d=      (40) 

 ( )x  is continuous at
Rx L d= −     (41) 

 ( )x  is continuous at
L Lx d a= +      (42) 

 ( )x  is continuous at
R Rx L d a= − −     (43) 

Based on the conditions (36) and (40), the solutions of Eq. (10) for the relative shear 

displacement and the shear stress of 0≤x≤dL can be written in the form: 

 ( ) ( )( )1 1sinf f L Lx a x d    = − −      (44) 

 ( ) 0x =      (45) 

Based on the conditions (38) and (42), the solutions of Eq. (11) for the relative shear 

displacement and the shear stress of dL≤x≤dL+aL can be written in the form: 

 ( ) ( )1cosf f L Lx x d a   = − − −        (46) 

 ( ) ( )1cosf L Lx x d a  = − −        (47) 

Based on the conditions (39) and (43), the solutions of Eq. (11) for the relative shear 

displacement and the shear stress of L-dR-aR≤x≤L-dR can be written in the form: 

 ( ) ( )1cosf f R Rx L d a x   = − − − −        (48) 

 ( ) ( )1cosf R Rx L d a x  = − − −        (49) 

In addition, based on the conditions (37) and (41), the solutions of Eq. (10) for the relative shear 

displacement and the shear stress of L-dR≤x≤L can be written in the form: 

 ( ) ( )( )1 1sinf f R Rx a L d x    = − − −      (50) 

 ( ) 0x =      (51) 

Based on the conditions (13)-(14), the expressions of load can be obtained: 

 ( )2 2 1 1sinf LF E A a  =      (52) 

 ( )1 1 1 1sinf RF E A a  =      (53) 

Substituting conditions (36)-(37) into Eqs. (46) and (48), respectively, expression of the lengths 

of softening regions is derived as the following equation: 

 
12

L Ra a



= =      (54) 

Therefore, the debonding lengths increase while the softening lengths stay the same during this 

stage. Thus the two softening regions move to the middle. In this stage, the interface slips can 

be obtained as: 

 ( )1 1sinL f f L La d    = +      (55) 

 ( )1 1sinR f f R Ra d    = +      (56) 

The load-displacement curve could be obtained from (52)-(56). When aL+aR+dL+dR=L, the 

interface enters into DSD stage. At the end of this stage, the length of softening zone is defined 

as au. Based on this definition, the expression of au is given as: 

 
1

ua



=      (57) 
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3.2.2.3. DSD stage 

When the stress peaks reach together, the interface enters into DSD stage. This stage is 

governed by (10)-(11) with boundary conditions (13)-(14), (36)-(37) and continuous conditions 

(40)-(41). The length of softening region in this stage is defined as a. Based on the conditions 

(13) and (36), the solutions of Eq. (10) for the relative shear displacement and the shear stress 

of 0≤x≤dL can be written in the form: 

 ( ) ( )
2 2

f L

F
x x d

E A
 = − −      (58) 

 ( ) 0x =      (59) 

Based on the conditions (36) and (40), the solutions of Eq. (11) for the relative shear 

displacement and the shear stress of dL≤x≤L-dR can be written in the form: 

 ( ) ( )1

2 2 1

1
sinf L

F
x x d

E A
  


= − −        (60) 

 ( ) ( )1

2 2 1

1
sin

f

L

f

F
x x d

E A


 

 
= −        (61) 

In addition, based on the conditions (14) and (37), the solutions of Eq. (10) for the relative shear 

displacement and the shear stress of L-dR≤x≤L can be written in the form: 

 ( ) ( )
1 1

f R

F
x L d x

E A
 = − − −      (62) 

 ( ) 0x =      (63) 

Substituting condition (37) into Eq. (60), the expression of softening length can be obtained: 

 
1

L R ua L d d a



= − − = =      (64) 

The above equation indicates the softening length remains constant during this stage. The 

interface slips at the two ends can be obtained from Eqs. (58) and (62) giving the following 

load-displacement relationships: 

 
2 2

L f L

F
d

E A
 = +      (65) 

 
1 1

R f R

F
d

E A
 = +      (66) 

From the two above equations, it can be concluded that the displacement reduces linearly with 

the load. 

3.3. Case ρ>1 

If ρ>1, the interface slip at the right end is larger than left. As load increases, shear stress at the 

right end reaches τf and the interface enters into SRSD stage. But if the bond length is not long 

enough, the whole interface enters into softening region while the shear stress at the right end is 

still less than τf. Therefore, there exists another critical bond length. By letting ΔR=δf and 

aL+aR=L, the critical bond length can be easily obtained as: 

 2

1

1 1
arccoscrL

 

 
= − 

 
     (67) 

If L>Lcr2, the interface enters into SRSD stage from SRS stage. But if L<Lcr2, the interface 

enters into S stage from SRS stage. 

3.3.1. L<Lcr2 

3.3.1.1. Critical state 

At the end of SRS stage when aL+aR=L, the interface enters into S stage. The expression of 
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ultimate load can be obtained from Eqs. (25) and (26): 

 
( )

( ) ( )

1

1 1 1
2 2

1 1

sin

sin 1 cos
u f

L
F E A

L L


 

  

=

+ +      

     (68) 

3.3.1.2. S stage 

This stage is the same as that in 3.2.1.2. Thus the expressions of the interface slip, the interface 

shear stress, as well as the relationship of the load-displacement are also the same. 

3.3.2. L>Lcr2 

3.3.2.1. Critical state 

When ΔR=δf, the interface enters into SRSD stage. At the end of SRS stage, the two softening 

lengths can be derived as aL=(1/λ1)arcsin(1/ρ) and aR=π/(2λ1). The expression of ultimate load 

can be obtained from Eq. (26): 

 1 1 1u fF E A =      (69) 

3.3.2.2. SRSD stage 

The differential equations of this stage are Eqs. (10)-(11) with conditions (13)-(15), (17), (37), 

(39), (41) and (43). Based on the conditions (15) and (17), the solutions of Eq. (11) for the 

relative shear displacement and the shear stress of 0≤x≤aL can be written the same as (19)-(20). 

Based on the conditions (39) and (43), the solutions of Eq. (11) for the relative shear 

displacement and the shear stress of L-dR-aR≤x≤L-dR can be written the same as (48)-(49). In 

addition, based on the conditions (37) and (41), the solutions of Eq. (10) for the relative shear 

displacement and the shear stress of L-dR≤x≤L can be written the same as (50)-(51). Based on 

the conditions (13)-(14), the expressions of load can be obtained the same as (25)-(26). The 

lengths of softening regions stay the same which means that the two softening regions move to 

the middle. In this stage, the left and right slips can be obtained the same as (23) and (56). Thus 

the load-displacement curve could be obtained from (26) and (56). When aL+aR+dR=L, the 

interface enters into SD stage. At the end of this stage, the length of softening zone is defined as 

au. Based on this definition, the expression of au is given as: 

 
1

1 1
arccosua

 

 
= − 

 
     (70) 

It can be obtained from Eq. (70) that if ρ=1 the result is the same as Eq. (57). 

3.3.2.3. SD stage 

When the stress peaks move together, the interface enters into SD stage. This stage is governed 

by (10)-(11) with boundary conditions (13)-(14) and (37) and continuous conditions (41). The 

length of softening region in this stage is defined as a. Based on the conditions (13) and (37), 

the solutions of Eq. (11) for the relative shear displacement and the shear stress of 0≤x≤a can be 

written in the form: 

 ( )
( )

( )
1

2 2 1 1

sin1

cos

R

f

R

L d xF
x

E A L d


 

 

− −  
= +

−  

     (71) 

 ( )
( )

( )
1

2 2 1 1

sin1

cos

Rf

f R

L d xF
x

E A L d




  

− −  
= −

−  

     (72) 

In addition, based on the conditions (37) and (41), the solutions of Eq. (10) for the relative shear 

displacement and the shear stress of a≤x≤L can be written in the form: 
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 ( )
( )

( )
2 2 1

1

cos
f R

R

F
x L d x

E A L d
 


= + − −

−  

     (73) 

 ( ) 0x =      (74) 

Substituting condition (14) into Eq. (73), the expression of softening length can be obtained: 

 
1

1 1
arccosR ua L d a

 

 
= − = − = 

 
     (75) 

The above equation indicates the softening length remains constant during this stage. In this 

stage, the interface slips at two ends can be obtained as: 

 ( )1

2 2 1

1
tanL f R

F
L d

E A
 


 = + −        (76) 

 
( )2 2 1

1

cos
R f R

R

F
d

E A L d



 = −

−  

     (77) 

From the above equation, it can be concluded that the displacement reduces linearly with the 

load. 

4. Numerical simulations 

In this section, numerical examples and parametric study are conducted for the bonded pipe 

joints. The failure processes identified above are analyzed. The material properties and 

geometry parameters in the numerical analysis are selected as follows: t1=5 mm, R1=147.5 mm, 

t2=5 mm and R2=153 mm. For ρ=1, Young’s modulus for two pipes are given as: E1=124.47 

GPa and E2=120 GPa. For ρ>1, Young’s modulus for two pipes are given as: E1=120 GPa and 

E2=200 GPa. And the interfacial characteristic parameters are selected as: τf=7.2 MPa, δf=0.16 

mm and Gf=0.58 N/mm. Two critical bond lengths for ρ=1 and ρ>1 are then calculated as 259 

mm and 199 mm, respectively. According to the above analysis, the failure process for different 

bond lengths could be discussed.  

 

The results of FEM using ABAQUS modeling are also given. Considering the assumptions 

given above, the pipe joints are only subjected to tension load in the present study neglecting 

bending and Poisson’s effect. The FE model is implemented in the software package ABAQUS. 

In the model, the two pipes are idealised as truss elements (T2D2). As the bondline between the 

two pipes is assumed to be under pure shear deformation, it is modelled using the 4-node, 

two-dimensional interfacial cohesive element COH2D4. The cohesive elements share common 

nodes with the truss elements. 

4.1. Load-displacement curves 

For both case ρ=1 and ρ>1, take L=500 mm when the bond length is larger than the critical bond 

length and L=100 mm when the bond length is shorter than the critical bond length. The 

corresponding external loading vs. right bond slip curves are exhibited in the following. 

4.1.1. Case ρ=1 

The load-displacement curve for L=100 mm is shown as in Fig. 4(a). OA is the SRS stage and 

AB is the S stage. The load-displacement curve for L=500 mm is shown as in Fig. 4(b). OA is 

the SRS stage, AB is the DSRSD stage, and BC is the DSD stage. 
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(a) L=100 mm 

 
(b) L=500 mm 

Figure 4. Load-displacement curves for case ρ=1. 

4.1.2. Case ρ>1 

The load-displacement curve for L=100 mm is shown as in Fig. 5(a). OA is the SRS stage and 

AB is the S stage. The load-displacement curve for L=500 mm is shown as in Fig. 5(b). OA is 

the SRS stage, AB is the SRSD stage, and BC is the SD stage. 

 
(a) L=100 mm 

 
(b) L=500 mm 

Figure 5. Load-displacement curves for case ρ>1. 
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4.2. Shear stress distribution 

4.2.1. Case ρ=1 

The shear stress distribution for case ρ=1 is shown as in Fig. 6. When the load is small, the 

interface slips at the two ends are less than δf and the interface is in SRS stage. As load increases, 

the peak stresses move towards the middle and the lengths of softening zones increases. For 

L=100, the interface enters into S stage when the rigid region disappears while the interface 

slips at the two ends are still less than δf which means no debonding occurs. For L=500, the 

interface enters into DSRSD stage when the interface slips at the two ends reach δf. The 

debonding and softening regions move towards the middle and the lengths of softening regions 

stay the same during this stage. When the rigid region disappears and stress peaks reach 

together, the interface enters into DSD stage. 

 
(a) L=100 mm                      (b) L=500 mm 

Figure 6. Interfacial shear stress distribution for case ρ=1. 

4.2.2. Case ρ>1 

The shear stress distribution for case ρ>1 is shown as in Fig. 7. When the load is small, the 

interface slip at the right end is less than δf and the interface is in SRS stage. As load increases, 

the peak stresses move towards the middle and the lengths of softening zones increases. For 

L=100, the interface enters into S stage when the rigid region disappears while the interface slip 

at the right end is still less than δf which means no debonding occurs. For L=500, the interface 

enters into SRSD stage when the interface slip at the right end reaches δf. The debonding and 

right softening regions move towards the left end and the lengths of softening regions stay the 

same during this stage. When the rigid region disappears and stress peaks reach together, the 

interface enters into SD stage. 

 
(a) L=100 mm                       (b) L=500 mm 

Figure 7. Interfacial shear stress distribution for case ρ>1. 

4.3. Parametric study 

Figs. 8(a) and (b) are the influence for different bond lengths of ρ=1 and ρ>1 on the 

load-displacement curves, respectively. From the figures, the significant influence for bond 
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lengths on the curves could also be observed. In the range of the effective bond length, as the 

bond length increases, not only the interface failure processes change but also the ultimate load 

and interface slip. Specifically, the increase of the bond length can increase damage ductility. 

However, when the bond length reaches a certain length (effective bond length), the ultimate 

load stays the same. 

 
(a) Case ρ=1                      (b) Case ρ>1 

Figure 8. Load-displacement curves for different bond lengths. 

Fig. 9 shows the relationship of ultimate load and ρ. The Young’s modulus of pipe 1 and the 

bond length are taken as 128 GPa and 1000 mm, respectively. From the figure it can be seen that 

the ultimate load reduces with ρ.  

 

 

Figure 9. Effect of ρ on the ultimate load. 

Through the numerical computation, the ultimate load for different bond lengths could be 

obtained. Fig. 10 shows the ultimate load for different bond lengths. From the figure, when the 

bond length is short, the ultimate load increases significantly with the bond length. When the 

bond length is large, the ultimate load stays unchanged. The ultimate load of ρ=1 is larger than 

ρ>1 for the reason that when ρ=1 both sides enter into debonding zone together, thus can resist 

greater external force. 

 

Figure 10. Effect of bond length on the ultimate load. 
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5. Conclusions 

On the basis of the mechanical behavior of interface, this paper gives a further understanding of 

the key factors of interfacial debonding through a nonlinear fracture mechanics approach (a 

cohesive zone model). A rigid-softening cohesive zone model is thus adopted and then used to 

simulate the initiation, growth and failure of interfacial debonding. Through the nonlinear 

fracture mechanics, the analytical expressions of the interfacial shear stress and the 

load-displacement relationship of pipe joints under tension loads could be obtained. Thus the 

shear stress propagation and the failure progress of the whole interface for different bond 

lengths could be predicted. The influences of different bond lengths on the load-displacement 

curve and the ultimate load are studied through the analytical solutions. The stress transfer 

mechanism, the interface crack propagation and the ductility behavior of the joints could be 

explained. The present models may be further extended to orthotropic materials, such as 

fiber-reinforced composite pipe joints.  
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Abstract 

Polymer-derived ceramics (PDCs) which are fabricated through pyrolysis of preceramic 

polymers have attracted increasing attention due to their versatility in structure architecture 

design and property tailoring. Shaping at the polymer state using 3D printing allows the final 

ceramic products to exhibit arbitrary shapes and complex architectures that are otherwise 

impossible to achieve through traditional processing routes. The polymer-to-ceramic phase 

transition also provides additional space for mechanical property tailoring. A multiscale 

computational model is developed to explore the phase transition mechanisms and their 

correlations with processing parameters and mechanical response. Calculations in this work 

concern PMHS/DVB. Molecular dynamics simulations are carried out first to track the 

chemical reaction mechanisms and atomic structure evolution. The density of generated gas 

during pyrolysis is transferred to the finite element model (FEM) for coupled heat transfer and 

phase transition analysis. FEM calculations reveal the effect of pyrolysis temperature and 

heating rate on structure-level phase composition and elastic modulus. It is found that there is 

a threshold of pyrolysis temperature above which full ceramic phase is formed. Higher 

heating rate promotes ceramization and leads to higher elastic modulus. In addition, volume 

shrinkage is found to accelerate ceramic formation which slightly enhances material strength. 

 

Keywords: polymer derived ceramics; phase transition; molecular dynamics simulation; 

finite element thermal simulation. 

 

1. Introduction 

Advanced ceramics represent a key enabling technology in aerospace, defense, power 

generation, and healthcare industries due to their superior properties, such as lightweight [1], 

high strength [2], excellent thermal stability [3] and high corrosion resistance [4]. Traditional 

ceramic processing technique has very little control over material geometry and does not 

provide enough room for property tailoring [5]. The discovery of polymer derived ceramics 

(PDCs) in 1960 has enabled significant technological breakthroughs in ceramic science and 

technology [6]. This fabrication approach, which converts preceramic polymers to ceramics 

through heat treatment under an inert or reacting atmosphere, opens up new opportunities for 

property tailoring through phase transition control [7-9]. Recently, additive manufacturing 

technology has enabled fabrication of preceramic polymers with complex shapes and 

architectures [10, 11]. Shaping at the polymer state not only avoids problems related to tool 

wear and brittle fracture upon finishing the ceramic component, but also provides new 

opportunities for geometric design which is of great importance in applications, such as 

customized biomedical implants, body armor, and energy storage devices, etc. Understanding 

the effect of key processing parameters on mechanical properties of PDCs requires in-depth 
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understanding of the phase transition process. Experimental characterizations, e.g. 

thermogravimetric analysis (TGA) [12] and infrared spectroscopy [7], can track the mass loss 

associated with preceramic polymer decomposition during pyrolysis. However, these 

approaches alone cannot directly reveal the molecular structure evolution which is an 

important aspect of phase transition. Scanning electron microscopy (SEM) and transmission 

electron microscopy (TEM) [13], which can provide detailed nano/micro structure 

characterization, are only available after sample pyrolysis. Computational models can address 

some of the underlying physics that cannot be directly captured during experiment. Molecular 

dynamics (MD) models have been employed to simulate the chemical reaction mechanisms 

and atomic structure change during pyrolysis [14, 15]. However, conclusions from MD 

simulations cannot be directly employed to guide the manufacturing process for tailored 

mechanical properties due to the large time and length scale gaps. Bernard et al. [16] proposed 

a diffusion-controlled kinetic model which predicts polymer-to-ceramic phase transition at the 

structure scale. Their prediction of polymer-to-ceramic conversion did not account for the 

temperature field evolution or the change of heat transfer behavior during the dynamic phase 

transition process. In fact, the current state phase composition and distribution will largely 

affect the heat transfer behavior and temperature field evolution that will ultimately determine 

the subsequent polymer decomposition and phase redistribution. This is because the thermal 

conductivity of ceramics is about ten times higher than that of polymers. The thermal 

conductivity of the entire material tends to increase when the polymer phase is gradually 

converted to the ceramic phase, leading to more intensified subsequent polymer 

decomposition. A computational model which finds the missing link between the atomic level 

structure evolution and macroscale phase composition map will promote in-depth 

understanding of the process physics and its relationship with material response.   

 

In this paper, a multiscale computational model is developed to study the effect of phase 

transition on mechanical properties of pyrolyzed PMHS/DVB by accounting for a set of 

systematically varied pyrolysis parameters. Continuum-scale ceramic phase formation is 

predicted based on the competition between gas generation and gas diffusion in Section 3.1. 

The effect of heating rate and pyrolysis temperature on elastic modulus is presented in Section 

3.2. The effect of volume shrinkage on ceramization is discussed in Section 3.3. The 

developed model, which correlates key processing parameters with mechanical properties, 

will reduce the time and cost in developing future PDCs with tailored mechanical properties.  

 

2. Model description 

2.1 Multiscale modeling of phase transition 

2.1.1 Molecular dynamics simulation based on reaction force field 

A preceramic polymer system, in which polymethylhydrosiloxane (PMHS) is crosslinked by 

divinylbenzene (DVB), is modeled in this work. The polymer chains with the molar mass of 

1500 g/mol are first constructed and randomly packed in the simulation box while DVB 

molecules are bonded to different polymer chains to create the network structure. The network 

structure is imported to large-scale atomic/molecular massively parallel simulator (LAMMPS) 

to obtain system equilibrium [17, 18]. The parameters of reaction force field are selected 

based on the work of Kulkarni et al. [19]. Constant temperature and pressure ensemble (NPT) 

are utilized with a time step of 0.1 fs. The pre-pyrolysis system is equilibrated at 300 K as 

shown in Fig. 1(a). The pyrolysis process is simulated in MD by considering a range of 

pyrolysis temperatures from 873 K to 5000 K with constant heating rate of 0.1 K/fs and time 

step of 0.2 fs. The top surface of the simulation box is set to move freely along the vertical 

direction. At the height of three times of the initial box length, the temperature is set to 0.1 K 
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by Berendsen thermostat in order to trap the diffused gas molecules. Periodic boundary 

conditions are applied on the rest of the surfaces.  

 

4
 n

m

(a)

O

Si

C

H

(b) H2

CH4

(c) (d)

 
Fig. 1 (a) Equilibrated PMHS/DVB systems before pyrolysis; (b) Atomic debonding and 

rebonding process at 1500 K during pyrolysis; (c) Temporal evolution of mass loss at 

1500 K; (d) Mass loss percentage as a function of pyrolysis temperature. 

   

Chemical reactions during pyrolysis are elucidated in Fig. 1(b). At a pyrolysis temperature of 

1500 K, bond breakage occurs to form free radicals (e.g. -CH3) and atoms (e.g. H atoms). 

Gaseous products, such as H2 and CH4 are generated due to the new bond formation. Mass 

loss occurs as the gaseous products are gradually released out of the system during pyrolysis. 

As indicated in Fig. 1(c), the system possesses a low degree of mass loss (< 5%) when the 

pyrolysis temperature is 1500 K. It is noted from Fig. 1(d) that there is a steep increase of 

mass loss when the sample is pyrolyzed between 1500 K to 3000 K. No obvious mass loss 

change was observed when the pyrolysis temperature is outside this range. This conclusion 

agrees with the thermogravimetric analysis (TGA) [20, 21]. It should be noted that the mass 

loss prediction from MD cannot directly represent the experiment result at the same pyrolysis 

temperature. A much higher temperature is required in MD to reproduce the mass loss value 

from TGA [14, 22]. This is primarily due to the limited time and length scales that can be 

considered in current MD simulations. But the trend of mass loss as indicated in Fig. 1(d) 

agrees with the experimental observations. In this work, the temperature range is calibrated 

according to the experimental data from Li et al. [23]. The generated gas density is calculated 

as  

 

( ) ( )gas initial initial/ ,T m T m =                               (1) 

 

where 
initial  = 1.21 g/cc  and ( )gasm T  is the mass loss data from MD results. ( )T , which 

is the amount of generated gas per unit volume, is implemented in phase transition and heat 

transfer analysis in Section 2.1.2. 
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2.1.2 Finite element simulation of phase transition 

Gaseous products, which are generated during pyrolysis, need to release out of the system so 

that the ceramic structure can be formed. Therefore, phase transition requires in-depth 

understanding of the interplay between gas generation and gas diffusion. At the structure level, 

a PDC sample during pyrolysis may include three phases: polymer phase (phase 1), ceramic 

phase (phase 2) and intermediate phase with partially decomposed polymers. Due to the huge 

discrepancy of thermal conductivity in each phase, non-uniform temperature field is expected 

when different phases coexist. Gas diffusion is triggered as a result of the gas density gradient. 

Gas diffusion rate d / dt , is calculated as 

 
3

2 2

1

d / d d / d i

i

t D x 
=

=  ,                               (2) 

 

where D is the diffusion coefficient from the work of Merkel et al. [24]. According to the gas 

diffusion rate, ceramic fraction can be predicted based on the competition between gas 

generation and gas diffusion. At a given moment during pyrolysis, a selected volume of the 

sample is either under gas gain or gas loss. Ceramic formation requires d / d 0t   when gas 

loss is activated. The ceramic fraction   is defined as  

 

release

max

release





= ,                                        (3) 

 

where 
release  is the current gas release density. max

release  is the maximum gas density that can 

be generated in a given unit volume. Calculation of   is carried out through a user subroutine 

UMATHT in ABAQUS. The finite element model in Fig. 2(a), which simulates macroscale 

phase transition process by accounting for both heat transfer and gas diffusion kinetics, can 

explicitly resolve the real-time phase composition map. 
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Fig. 2 (a) Scheme of the finite element model with temperature boundary conditions; (b) 

Schematic illustration of the phase composition map at 1600 s with pyrolysis 

temperature of 1273 K and heating rate of 0.63 K/s. The effective elastic modulus is 

extracted through the simulation of simple tension based on the given boundary and 

loading conditions. 

 

ICCM2021, July 4th-8th 2021

165



2.2 Prediction of effective elastic modulus  

In this study, five material regions are created based on the range of ceramic fraction   as 

listed in Table 1. Fig. 2(b) illustrates the region distribution at 1600 s when the sample is 

pyrolyzed at 1273 K with a heating rate of 0.63 K/s. The elastic modulus at 0 = (pure 

polymer phase) and 1 = (pure ceramic phase) is taken as 3.7 MPa [25] and 106.8 GPa [9], 

respectively. It is assumed that all the regions follow isotropic linear elastic constitutive 

relations. The equivalent elastic modulus of each region is determined by averaging the elastic 

modulus of all the including phases. Simple tension simulation is carried out to extract the 

effective elastic modulus. The simulation prediction is compared with the analytical solution 

based on the Mori-Tanaka (MT) method according to Lee [26], Fisher et al. [27], Thorvaldsen 

[28] and Li et al. [29]. In the MT model, the effective stiffness tensor C is formulated as  

 
5 5

dil

0 polymer

1 1

(1 )
N N

i i i i

i i

C A f C f C A
= =

= =

 
= − + 

 
   ,                        (4) 

 

where 
polymerC  is polymer stiffness tensor; if  and iC  are the volume fraction and stiffness 

tensor of region i; 
0A  and dil

iA  are the strain concentration factors following the following 

expressions as, 

 
1

5 5

0

1 1

(1 )
N

dil

i i i

i i

A f I f A

−
=

= =

 
= − + 
 

  and                           (5) 

 
1

-1

polymer polymer( )dil

i i iA I S C C C
−

 = + −  .                          (6) 

 

Here, I  and iS  are the identity tensor and the Eshelby tensor of region i, respectively. Under 

the uniaxial tension condition in this study, only the diagonal elements of Eshelby tensors are 

considered. The diagonal elements can be calculated as 

 

0

0

7 5

15(1 )
diagonalS





−
=

−
,                           (7) 

 

with 
0 = 0.48 as Poisson's ratio of the polymer phase. The diagonal value along the C tensor 

is extracted as the effective elastic modulus. This analytical solution will be compared with 

the prediction from the simple tension simulation in Section 3.2. 

   

Table 1. Region division criterion 

Region number Ceramic fraction   

Region 1    20% 

Region 2 20%    40% 

Region 3 40%    60% 

Region 4 60%    80% 

Region 5 80%    100% 
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3. Results and discussion 

3.1 Phase distribution under different pyrolysis conditions 

Macroscale phase transition simulations concern seven samples with the identical geometry as 

illustrated in Fig. 2(a). The pyrolysis parameters associated with each sample are listed in 

Table 2. In the first set of calculations, four heating rates of 0.27 K/s, 0.38 K/s, 0.63 K/s and 

1.9 K/s are considered while the pyrolysis temperature is kept at 1273 K. Fig. 3 illustrates the 

phase distribution under each heating rate at 720 s. Fully converted ceramic phase is found at 

the outer layer of the sample when the heating rate is 1.9 K/s. No more fully converted 

ceramic phase is observed at the outer surface when the heating rate reduces to 0.63 K/s and 

below. Lower heating rate leads to larger undecomposed region. In the second set of 

calculations, heating rate is kept at 0.63 K/s, while the pyrolysis temperature of 673 K, 873 K, 

1073 K and 1273 K are applied, respectively. As shown in Fig. 4, fully converted ceramic 

phase is observed at 1273 K when the sample is being pyrolyzed for 1600 s. In the other three 

samples under lower pyrolysis temperatures, no fully converted ceramic phase is observed. 

According to the heating history, it only takes 1227 s to reach the surface temperature of 1073 

K. Further pyrolysis to 1600 s cannot help further ceramization. It can be concluded that there 

is a threshold of pyrolysis temperature above which full ceramic phase is formed.   

 

Ceramic fraction

0.27 K/s

1.9 K/s 0.63 K/s

0.38 K/s

 
Fig. 3 Phase distribution under different heating rates at 720 s with final pyrolysis 

temperature of 1273 K. 

 

ICCM2021, July 4th-8th 2021

167



Ceramic fraction

673 K

1273 K

873 K

1073 K

 
Fig. 4 Phase distribution under different pyrolysis temperature with heating rate of 0.63 

K/s at 1600 s. 

 

Table 2. Pyrolysis parameters 

Sample Number Heating rate (K/s) Pyrolysis Temperature (K) 

Sample 1 0.27 1273 

Sample 2 0.38 1273 

Sample 3 0.63 1273 

Sample 4 1.9 1273 

Sample 5 0.63 1073 

Sample 6 0.63 873 

Sample 7 0.63 673 

 

3.2 Effect of pyrolysis parameters on elastic modulus 

Based on the phase composition map from Fig. 3 and Fig. 4, the corresponding effective 

elastic modulus of each sample is predicted by both simple tension simulation and MT 

method as discussed in Section 2.2. As indicated in Fig. 5(b), predictions from both 

approaches are very close when the heating rate is below 0.63 K/s. As the heating rates 

increases, the discrepancy becomes larger. Overall, the MT predictions are relatively lower 

than the FEM predictions from the simple tension test. This trend is observed by Mortazavi et 

al. [30] as well. It is noticed from Fig. 5 (b) that a 41% increase of heating rate from 0.27 K/s 

to 0.38 K/s results in a 12% increase of elastic modulus, while a 202% increase of heating 

rates from 0.63 K/s to 1.9 K/s only leads to a 29% increase of elastic modulus. It can be 

argued that there exists an upper bond of heating rate beyond which no obvious increase of 

effective elastic modulus is observed at the given pyrolysis temperature. Based on the given 
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pyrolysis temperature range as shown in Fig. 6(b), the elastic modulus linearly increases with 

the pyrolysis temperature.  

 

(a) (b)
 

Fig. 5 (a) Effect of heating rate on engineering stress-strain behavior from simple tension 

simulation; (b) Comparison of effective elastic modulus as predicted from simple tension 

simulation and MT method at different heating rates, respectively. 

 

(b)(a)  
Fig. 6 (a) Effect of pyrolysis temperature on engineering stress-strain behavior from 

simple tension simulation; (b) Comparison of effective elastic modulus as predicted from 

simple tension simulation and MT method at different pyrolysis temperatures, 

respectively. 

 

3.3 Effect of volume shrinkage on phase distribution and elastic modulus 

Gas release during the phase transition not only leads to mass loss, but also results in volume 

shrinkage of the entire sample. In the following studies, we model the volume shrinkage effect 

by applying an equivalent hydrostatic pressure P on the sample surfaces. P is calculated 

according to  

 

3(1 2 )

V E
P

V 


= 

−
 ,                                  (8) 

 

where E  and v  are the effective elastic modulus and Poisson’s ratio, respectively. V  and 

V  are the change of volume and initial volume of the sample, respectively.  
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Fig. 7 shows the effect of volume shrinkage on spatial distribution of temperature, released 

gas density and ceramic fraction along the pre-defined path as illustrated in Fig. 2(b). 

Calculations concern heating rate of 0.63 K/s and pyrolysis temperature of 1273 K. It can be 

inferred from Fig. 7(a) that volume shrinkage promotes heat transfer as higher temperatures 

are predicted along the pre-defined path. This is especially obvious towards the sample center 

where the normalized distance is 0. Higher temperature promotes polymer decomposition and 

leads to a greater amount of gas generation. On the other hand, gas diffusion which depends 

on the spatial gas density gradient according to eqn. (2) is also affected by the volume 

shrinkage. As indicated in Fig. 7(b), volume shrinkage essentially increases the gas density 

gradient due to the decreased spatial distance. As a result, higher ceramic fraction is expected 

as shown in Fig. 7(c). The effective elastic modulus predicted from the simple tension model 

would increase from 66.7 GPa to 72.3 GPa when the volume shrinkage effect is considered.  

 

(a) (b) (c)

1010−

 
Fig. 7 Effect of volume shrinkage on spatial distribution of (a) temperature, (b) released 

gas density and (c) ceramic fraction at the pyrolysis temperature of 1273 K with heating 

rate of 0.63 K/s. 

 

4. Summary 

A multiscale computational model is developed to find the relationship among pyrolysis 

condition, phase transition and mechanical response. The macroscale phase distribution is 

determined from the interplay between gas generation and gas diffusion. Gas generation, 

which is associated with polymer decomposition, is calculated from the MD simulation and 

calibrated with the experiment data. Gas diffusion, which occurs due to the inhomogeneous 

temperature distribution induced gas density gradient, is analyzed through coupled heat 

transfer-phase transition analysis. The phase composition map, which corresponds to a given 

processing condition, can be explicitly extracted. The effective elastic modulus of a sample is 

predicted from the simple tension simulation and MT method based on its phase composition 

map. It is found that predictions from both approaches agree well at low heating rate and 

pyrolysis temperature. Volume shrinkage promotes heat transfer and ceramic formation, 

leading to higher prediction of effective elastic modulus. The model developed in this work 

will be further validated with future experiment.  
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Abstract 

The polygon scaled boundary finite element method(SBFEM) poses the advantages of 

flexible meshing and semi-analytical solution, which is capable of various domains and 

allows the stress intensity factors to be directly extracted from the definition. Hence no local 

mesh refinement around the crack tip is required. These salient features are used to develop an 

efficient method to model the impact test specimens, one of which occurs without crack 

propagation, the other with crack propagation. The linear dynamic equations of polygon 

SBFEM are derived and then time history of the nodal displacement, velocity and acceleration 

are obtained using the Newmark direct integration method in time domain. The dynamic 

stress intensity factors are then computed directly from the instantaneous displacement field 

and crack velocity. A simple and efficient local remeshing algorithm is used to simulate the 

crack propagation in polygon element, which greatly simplifies the modelling of crack 

propagation. Numerical results of the two specimens correspond well with the experimental 

data and other numerical results reported in the literature. The effects of time step, mesh 

density and damping coefficient on the resultant accuracy are extensively discussed. 

Furthermore, the displacement contours are extracted from the numerical simulation to show 

the impact process, which is useful for the interpretation of the experiment observations. 

Keywords: Impact test, The polygon SBFEM, Dynamic stress intensity factors, Crack 

propagation, Time domain 

1. Introduction 

The initiation and propagation of cracks may lead to sudden failure of structures, and 

prevention of such cases have always been a major concern in engineering. For the dynamic 

fracture analysis of cracks, the dynamic stress intensity factors (DSIFs) are very important 

parameters to describe and predict the complex process of crack initiation and growth. 

Obviously, the DSIFs are time dependent and to extract them is more complex than that from 

the case subjected to static load. Moreover, it is not easy to deal with the moving boundary 

with time changed when cracks propagate [1].  

Progress toward understanding the fracture process is driven by the researchers all the time. 

Analytical solutions of the DSIFs are very complex due to the time dependency of the 

dynamic fracture process and are mainly limited to the infinite plate with semi-infinite crack. 

Experimental tests are extremely important for the discovery and verification of fracture 

behavior and several experimental techniques have been developed to investigate the singular 

stress field around the crack tip. For example, the method of caustics is applied to investigate 

the dynamic behavior of notched bend specimens, and a series of experimental results can be 
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referred to the literature [2,3]. In terms of the experimental test, the main difficulties are that 

the parameters of interest must be measured, and the boundary conditions must be enforced 

with time changed. Comparing with the analytical solution and experimental test, the 

numerical methods are available to more complex problems for the relaxation of geometric 

models and boundary conditions. The FDM is the first to be used in dynamic fractures and 

successfully solved some problems. Chen analyzes a centrally cracked rectangular plate in 

time domain using the FDM [4]. Stöckl H and Böhme W simplify the impact tests specimen 

into a numerical model of the FDM and reproduce the impacting process very well with the 

experimental observations [5]. However, the difficulty in modelling irregular geometries limit 

its applications. The FEM has the merit on meshing complex geometries. The main challenge 

for modelling the crack using the conventional FEM is that enough fine mesh around the 

crack tip is required to obtain accurate result. Various techniques are developed in modelling 

the dynamic stress singularity around the crack tip and extend to simulate crack propagation. 

For example, the dynamic J-integral method [6], the quarter point element (QPE) [7], the 

extended finite element method (XFEM) [8,9,10,11]. The merit of the BEM over the FEM is 

that only boundary of the structure is discretized, which can great simplify the modelling of 

crack and crack propagation. The dual boundary element method has shown its accuracy and 

efficiency in linear elastic crack problems [12,13,14]. The demerit of the BEM is the 

requirement of the convoluted fundamental solution. Numerical methods include but are not 

limited to the above methods. Although many methods are available in crack modelling, both 

accurate and efficient methods are still necessary due to the complexity of dynamic fractures, 

especially for problems of crack propagation.  

A recent development in structural analysis is the application of arbitrary n-sided polygons 

[15,16] in the numerical model. The polygon elements have more nodes, which lead to higher 

order shape functions and more accurate results. In the SBFEM, the polygons can be regarded 

as sub-domains, which are convenient for the construction of the polygons. The SBFEM is a 

semi-analytical method with only the boundaries of sub-domains are discretized yet no 

requirement for fundamental solutions of sub-domains [17]. This appealing feature makes it 

be a very competitive method for dynamic fractures. Song develops a super-element for the 

dynamic analysis of crack problems and use its property of semi-analytical solution to extract 

the DSIFs directly from the transient stress field [18]. Yang computes the frequency-response 

functions and extracts the DSIFs from the response function in the frequency domain [19,20]. 

To obtain the time history of the DSIFs, a fast Fourier transform (FFT) is conducted. Later 

E.T. and Yang use the matrix [M] of the elements and then evaluate the transient response 

directly using the time-integration method in time domain [21]. Song extends to the dynamic 

analysis of interface cracks in an-isotropic bi-materials [22].  

In terms of dynamic fracture mechanics, experiment tests and numerical methods are mutually 

reinforcing and developing. On the one hand, the experimental results become the standard to 

verify the numerical methods; On the other hand, numerical methods can be applied to more 

complex problems and can obtain physical quantities that are difficult to obtain in 

experimental tests. And for the numerical methods, not only the accuracy of the results should 

be validated by the experimental data, but also the computational efficiency is the focus due 

to the complexity of the problem.  

This study aims to develop an accurate and efficient method based on the polygon SBFEM to 
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model the impact test specimens. The shape functions of polygon elements using SBFEM are 

obtained and the governing elastic-dynamic equations of the polygon SBFEM in time domain 

are derived in section 2. The solution to governing elastic-dynamic equations and the 

extraction of dynamic stress intensity factors are presented in section 3. The local remeshing 

algorithm is introduced in section 4. Two impact test specimens are modelled using the 

presented method and the results are compared with the published results in detail. Parametric 

studies of time step, mesh density and damping coefficient are conducted to verify the 

numerical accuracy and stability.  

2. Elastic-dynamic equation of the polygon SBFEM 

2.1 Shape functions of polygons using the SBFEM 

Fig.1 shows a domain meshed by three n-sided polygons, where n can be greater than 4. Each 

polygon is regarded as a SBFEM sub-domain with the only requirement that any point on the 

polygonal boundary should be directly visible from the scaling center. For the first and third 

polygon without crack, the scaling center can usually be chosen on the centroid. But for the 

second polygon in Fig.1 with an edge crack, if the scaling center locates on the crack tip, then 

the crack faces are represented by the edges that connect the crack opening nodes and the 

scaling center. They can also be called side-faces in SBFEM [23]. 

1

2

3

SC

SC

SC

Sideface

Sideface

F

SC：Scaling center Nodes

 

Fig.1. A domain containing a crack meshed by 3 polygons: the dark solid circles and SC 

represent the scaling centers, the hollow circles denote the nodes. 

(a)  (b)   

Fig.2. Examples of polygons using 2-node linear elements.(a) a polygon enclosed by a 

closed loop; (b)a cracked polygon with side-faces. 

Fig.2 shows polygons modelled by the 2-node linear elements in SBFEM. Each edge of the 

polygon is discretised by a 2-node linear element. For each linear element, the radial direction 

ICCM2021, July 4th-8th 2021

175



 

 

from the scaling centre to the boundary is represented by a dimensionless radial coordinate, , 

with  = 0 at the scaling centre and  = 1 at the boundary. The circumferential direction 

passing through the nodes at the boundary in a counterclockwise direction is represented by a 

dimensionless circumferential coordinate,  , with   = -1 at the first node and   = 1 at the 

second node. No special treatment is required for the cracked polygon. The origin of 

Cartesian coordinates can be moved to the scaling centre, thus (x,y) in a polygon are 

represented by ( , ) as 

[ ( )]{ }x N x =  (1) 

[ ( )]{ }y N y =  (2) 

( ) ( ) ( ) ( ) ( )1 2 = 1- 1N N N    = +          /2 /2  (3) 

Here,  ,  is the dimensionless radial and circumferential coordinate,respectively.{ }x ,{ }y is 

the nodal coordinates column vector of x direction and y direction, respectively. ( )N   

denotes the shape function of a 2-node linear element. 

The transformation relation between the scaled boundary coordinate system with respect to 

( , ) and the Cartesian coordinate system with respect to (x,y) is expressed as  

 
x

J

y





   
       

=   
   

      

 (4) 

with the Jacobian matrix defined as 

 
, ,

, ,

J =
x y

x y

 

 

 
 
 

 (5) 

Take the partial derivative of Eqs.(1) and (2) and then substituting the partial derivatives into 

Eq.(5) results in 

 
, ,

1 0
J =

0

b b

b b

x y

x y 

  
  

   
 (6) 

with [Jb] defined as 

 b

, ,

J =
b b

b b

x y

x y 

 
 
 

 (7) 

Based on the transformation relation from the Cartesian coordinate system to the Scaled 

boundary coordinate system, the linear operator [L] which relates the strains and the 

displacements can be obtained by the inverse of Eq.(4) and grouping the terms of scaled 

boundary coordinates leads to  

   1 2

0

1
[ ] 0

x

L b b
y

y x

  

 
 
 
   

= = + 
   

  
 
  

 (8) 

where the matrices are expressed as 
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= − 
 − 

,  2

0
1

0

b

b

b
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y

b x
J

x y

− 
 

=
 
 − 

 (9) 

The nodal displacement functions {u(ξ)} and nodal force functions {q(ξ)} along the radial 

line passing through the scaling center and the modes are introduced. They are the basic 

unknowns and depend on only the radial coordinate,  . The displacement field { }u  of any 

point inside a sector is related to the nodal displacement functions {u(ξ)} as 

  { } { ( , )} ( )uu u N u  = =  (10) 

  1 2

1 2

0 0

0 0
u

N N
N

N N

 
=  
 

 (11) 

For the case of vanishing body loads and side-face loads, the relations of the nodal force 

functions {q(ξ)} and the displacement functions {u(ξ)} [17,18] can be expressed as 

   0 1{ ( )} { ( )} { ( )}
T

q E u E u   = +  (12) 

   1 2{ ( )}, { ( )}, { ( )}q E u E u     = +  (13) 

The nodal force functions and the nodal displacement functions depend on only  . The 

coefficient matrices depend on only    

     
1

0 1 1
1

e

= [ ] d
T

bE B D B J 
+

−
  (14) 

     
1

1

1

2 1

e

= [ ] d
T

bE B D B J 
+

−
  (15) 

     
1

2

1

2 2

e

= [ ] d
T

bE B D B J 
+

−
  (16) 

with 

    1 1 uB b N= ,     22 ,uB b N


=  (17) 

Eqs.(12) and (13) contain only two unknowns for{ ( )}u  and { ( )}q  . Introducing { ( )}X  which 

consists of { ( )}u   and { ( )}q   as 

{ ( )}
{ ( )}

{ ( )}

u
X

q






 
=  
 

 (18) 

Using { ( )}X   to rewritten Eqs. (12) and (13) as 

,{ ( )} { ( )}pX Z X   =    (19) 

with the coefficient matrix [Zp] defined as 

     

         

1 1

0 1 0

1 1

2 1 0 1 1 0

T

p T

E E E
Z

E E E E E E

− −

− −

 −
   = 

 − 

 (20) 

A standard procedure of the eigenvalue decomposition is applied to obtain the solution of 

nodal displacement and force functions 

(u){ ( )} { }b

bu c


  =    (21) 
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(q){ ( )} { }b

bq c


  =    (22) 

where b  is the positive eigenvalues of pZ    by eigenvalue decomposition and sorted as an 

ascending order;  is the eigenvector matrix corresponding to the positive eigenvalues.{ }c are 

the integration constants vector. 

At the boundary ( = 1) of a polygon, the nodal forces at the boundary are denoted as 

{F}={q( =1)} and the nodal displacements at the boundary are denoted as {d}={u( = 1)}，

respectively. Using the boundary condition results in 

(u){ } { }bd c =    (23) 

(q){F} { }b c =    (24) 

The integration constants vector { }c  can be obtained by the reverse of Eq.(23) and then 

substituting it to Eq.(21) leads to 

-1
(u){ } { }bc d =    (25) 

p{ } { }u N d =    (26) 

with the shape function of polygons expressed as  

 
1

(u) (u)

p
b

u b bN N



−

     =         (27) 

Here { }u denotes the displacement of any point in the polygon element, { }d is the nodal 

displacements of the polygon element. 

2.2 Linear dynamic equations of the Polygon SBFEM 

Using the Galerkin approach, the equivalent integral form of the dynamic equilibrium 

equation and the boundary conditions within the domain V can be expressed as 

( ) ( ), , , d d 0i ij j i i u i t i ij j i
V S

u f u cu V u n T s


    + − − − − =   (28) 

Applying integration by parts to the first part ,  di ij j
V

u V   of Eq. (28) results in 

, d = d di ij j i ij j ij ij
V S V

u V u n s V


     −    (29) 

Substituting Eq. (29) into (28), Eq. (28) becomes 

( ), , d d dij ijkl kl i i tt i i t i i i i
V V S

D u u u cu V u f V u T s


      + + = +    (30) 

The relationship of the strain and the displacement within a polygon can be expressed as 

 { } {u}L =  (31) 

where [L] is the linear operator in Eq.(8). 

Substituting Eqs. (28) and (31) into (30), Eq. (30) becomes 

{ } [ ]{ } { } [ ]{ }+{ } [C]{ } { } { }T T T Td K d d M d d d d F   + =  (32) 

The Eq. (32) should be satisfied for any choice of { }d  leads to 
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[ ]{ } [ ]{ }+[C]{ } { }K d M d d F+ =  (33) 

with the stiffness matrix, the mass matrix, the damping matrix and load vector expand as 

follows 

    [K] K d
e

T Te

p p
V

e e

N L D L N V     = =        (34) 

[ ] M d
e

T
e

p p
V

e e

M N N V     = =        (35) 

[C] C d
e

T
e

p p
V

e e

N c N V     = =        (36) 

  T TF F [ ] { }d [ ] { }d
e

e

p p
V S

e

N f N s


 = = +    e
V  (37) 

Here D is the material constitutive matrix,   is the material density. 

It can be seen that the dynamic equations of the polygon SBFEM and that of the conventional 

finite element have the same form. So similar methods can be used to obtain the displacement 

field as in the finite element method. The Newmark direct integration method in time domain 

is applied to solve the Eq.(34) and the dynamic response history of the domain is obtained. 

2.3 Formulation of [M], [K], [C] 

The mass matrix of an S-element is determined by substituting [Np ] of Eq. (28) into Eq. (35) 

and is expressed as 

    ( )

 

1 1 1((u) (u) (u) (u)

0 1

1 1((u) (u) (u) (u)

0
0

[ ] d d

d

bb

bb

T T T

b b u u b b b

e

T T

b b b b

M N N J

M





     

   

+− −

−

− −

       =            

       =           

 


 (38) 

with the coefficient matrix  0M  is expressed as 

     
1

0
1

d
T

u u b

e

M N N J 
+

−
=  (39) 

The coefficient matrix  0M  of a polygon is obtained by assembling the element coefficient 

matrices of each 2-node linear element according to the element connectivity of a polygon.  

The stiffness matrix can also be obtained by substituting the shape function of polygons to Eq. 

(34). However, a much simpler way is to utilize Eqs.(23) and (24) with the boundary 

conditions. Eliminating { }c and enforcing  = 1 at the boundary in Eqs.(23) and (24) leads to 

{ } [ ]{ }F K d=  (40) 

with the stiffness matrix defined as 

1
(q) (u)[ ] b bK

−

   =       (41) 

Although the expression of the damping matrix can be obtained by using Eq.(36), the 

Rayleigh damping is more commonly used in practical applications. The damping matrix of a 

polygon is proportional to the combination of the mass matrix and the stiffness matrix  

   [C] M K = +  (42) 

3. Dynamic stress intensity factors 

The dynamic stress intensity factors of a semi-infinite crack in an infinite plane are related 
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with the crack velocity[1], which is expressed as 

 ( )
( , ) ( , )

( , ) ( ,
( )

)

eq

e

dyn

q

I I

I IIdyn

II II

K t K t
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K t K
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=   

      
 (43) 

Here the superscript ‘eq’ denotes the equivalent stress intensity factors computed from the 

instantaneous singular stress field. The coefficients ( )Ik v , ( )IIk v  relate to the crack velocity as 

1 /
(

1
)

/

R

I

d

v c
k

c
v

v

−


−
, ( )

1 /

1 /

R

II

s

v c
k

c
v

v

−


−
 (44) 

where dc , sc  and Rc  denote the dilatational wave speed, shear wave speed and the 

Rayleigh wave speed of the material, respectively. 

The equivalent stress intensity factors [ ( , )I

eqK t , ( , )I

eq

IK t ]T are obtained similar to the definition 

of the static stress intensity factors but using the instantaneous singular stress field.  

Different from the eigenvalue decomposition of the coefficient matrix pZ    in Eq.(20) 

mentioned above, the generalized stress intensity factors are obtained by the Schur 

decomposition of pZ   . In a polygon with a crack, the scaled boundary coordinates will be 

transformed to the polar coordinates r and   to seek the maximum singular stress terms 

around the crack tip. In addition, a characteristic length L is introduced to make the 

generalized SIFs applicable to the more cases such as the bi-material interface. L is suggested 

to be the length of the crack in a homogeneous body and twice the length of the crack in other 

cases. The generalized stress intensity factors are used here, a detailed discussion can be 

refered to [24] . The equivalent generalized stress intensity factors are expressed as  

 
eq

(s) s( )
2 ( )

( )

I

Leq

II

K
L c

K


 



  
 =    

  
 (45) 

s [ ]

(s) ( ) ( ( ))
( )

S I

s

L

b

L

r
  



 −
  

    =      
 

 (46) 

where [ ]sS is the sub-matrix of values between 0 and 1, which causes singularity in the stress 

field; the  c  corresponding to the [ ]sS is denoted as  sc . 

4. Crack propagation simulation procedure 

4.1 Crack propagation criterion 

The initiation and propagation of the crack subjected to dynamic loads are determined by the 

dynamic stress intensity factors. It is considered that the crack will grow in the direction 

perpendicular to the largest tension at the crack tip and the detailed introduction about the 

propagation criteria can refer to [25]. The direction of the crack propagation has a relationship 

with the stress intensity factors, which is expressed as 

sin (3cos 1) 0I c II cK K + − =  (47) 

where c  denotes the angle between the direction of the crack propagation and the radial 

direction of the crack. 

4.2 Local remeshing 

The notched specimens are modelled by polygons. The polygons have more nodes to 

represent the geometry of the domain, so large size of polygonal element are used to mesh the 
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domain. The crack propagation length is determined by the instantaneous crack velocity and 

time step. Since the time step is small for impact testing, the crack propagation length of each 

time step will also be small. The crack propagate in the polygon element is classified into two 

categories: 

(a) For the crack that grows along the initial direction, a very simple operation is conducted as 

shown in Fig.3(b). The scaling center of the polygon moves to a new position according to the 

crack propagation length. This usually occurs in the pure fracture mode I.  

(b) For the mixed mode loading, the crack will deviate from its original direction. The 

direction can be determined using Eq.(49). Fig.3(c-d) shows the crack propagation process. 

The scaling center of the polygon is moved to the location of the new crack tip, then two 

nodes are added at the crack tip and the polygon is divided into three sub-polygons, which are 

shown in Fig.3(c). Fig.3(d) descibes next crack propagation step. The previous polygon is not 

changed, the edges of the divided sub-polygons move with the new crack propagation length. 

(a)

S1

 (b)

S1

S2
 

(c)

S2
 (d)

S2

 

Fig.3. The local remeshing algorithm:(a) initial mesh of polygon; (b) moving the 

scaling center to the new crack tip; (c) the polygon is divided into three 

sub-polygons; (d) the polygon is divided into three new sub-polygons with new 

edges changed; the solid black circle represent the scaling center; the hollow 

white circle represent the nodes;the slash circle represent new added nodes. 

5. Numerical examples 

Two notched bend specimens in impact testing are modelled to validate the presented method. 

The impact test specimens meshed by polygons are briefly introduced before the numerical 

simulation. The impact tests are very complicated with many factors, and the numerical 

models are simplified. The thickness of the samples are very small compared with their plane 

dimensions, so they are simplified to plane stress problems. The instrumented tup is regarded 

as a particle and the contact area of the impact specimen is also considered as a point. The 

impact load during the impact process is recorded and used for the input load of the numerical 

model. The contact areas between the supports and the sample are also simplified to points. 

The supports are assumed to be rigid and there is no friction between the sample and the 

supports. In this way, the numerical models are simplified into the simply supported plates 

under impact at the midpoint of the top plane. The domains are discretized with polygon 

elements, and the notches are seen as cracks, which include in the polygon with no special 

treatment.   
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5.1 Impact testing of a steel sample without crack propagation  

The first example is a notched steel sample impacted by a tup. Fig.4 shows the geometry, 

dimensions, material properties, boundary and loading conditions. The crack length is 

a=19.9mm. The measured impact load is used as load input, which is shown in Fig.5. 

Experimental data and numerical results by FDM are reported in [5]. 

330mm

240mm

60mm

m
tup

=90kg

V
tup

=0.5m/s

a=19.9mm

Steel: E=183.1GPa

           ν=0.32

           ρ=8040kg/m3

Tup

thickness=10mm

plane stress

BA

o

 

Fig.4. Impact on a steel sample: the hollow circle denotes the impacting node. 

 

Fig.5. The measured impact load. 

 

(a)Coarse mesh with 3 polygons and 47 nodes 

 

(b)Intermediate mesh with 3 polygons and 63 nodes 

 

(c) Fine mesh with 3 polygons and 127 nodes 

Fig.6. The initial model and the three meshes of the numerical model: the black solid 

circles denote the nodes and the black hollow circles denote the crack tip; the crack tip is 

used as the scaling center of the polygon. 

Fig.6(a-c) shows the three meshes with 47 nodes, 63 nodes and 127 nodes, respectively. Note 

that two independent nodes with a tiny space are used to represent the crack mouth and the 
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side-faces passing through the scaling center are not discretized. The dynamic response is 

solved by the Newmark direct integral method. The simulation is terminated at 960μs. The 

time step is an important parameter, which not only affects the stability of the algorithm but 

also the accuracy of the results. Generally speaking, the smaller time step leads to more 

accurate result. Fig.7 shows time history of the 
a

I

dynK  using different time steps with the 

coarse mesh. It can be seen that the results of time steps from 20μs to 0.4μs are very close 

with each other, while the 
a

I

dynK  using time steps at 40μs shows somewhat different. It 

indicates the range of the time step is relatively large, which proves the good stability of the 

method.  

 

Fig.7. Effect of time step on 
a

I

dynK  using the coarse mesh. 

The CPU time on a Core(TM) 3.20GHz for the three different meshes are listed in Table 1. It 

is shown that the CPU time gradually increases with the increase of the number of nodes. It 

only takes 1.2463s, 1.7813s and 3.8831s to obtain time history of the 
a

I

dynK  for the three 

meshes, which demonstrates high computational efficiency of the presented method. The 

comparison of the CPU time with the FDM is not conducted here since the CPU time is not 

listed in the literature. 

Table 1 The CPU time for computation of 
a

I

dynK  with the three meshes 

Total Time Time step Total steps 
CPU time(s) 

Coarse mesh  Intermediate mesh Fine mesh  

960μs 2μs 480 1.2463 1.7813 3.8831 

ICCM2021, July 4th-8th 2021

183



 

 

 

Fig.8. Effect of mesh density on 
a

I

dynK : damping coefficient =0 . 

 

Fig.9. Dynamic stress intensity factor 
a

I

dynK  : comparison with experiment and FDM; 

 -damping coefficient. 

Fig.8 shows the computed 
a

I

dynK  without damping using coarse mesh, intermediate mesh and 

fine mesh, respectively, and compared with the experimental data. The overall results of 
a

I

dynK  

using the three meshes agree very well with the experimental data, which indicates that the 

mesh density has little effect on the result. Fig.9. shows the computed 
a

I

dynK  by the developed 

method with damping coefficient =0  using the coarse mesh, compared with the results 

from experimental data and FDM[5]. It is shown that the numerical results of 
a

I

dynK computed 

by the SBFEM and FDM correspond very well with the experimental result, which 

demonstrates good accuracy of the presented methodology.  

ICCM2021, July 4th-8th 2021

184



 

 

 

Fig.10. Effect of material damping coefficient β(0-0.05) on 
a

I

dynK  using the coarse mesh. 

Fig.10 compares the time history of 
a

I

dynK using different damping coefficient β. Good 

agreement of the 
a

I

dynK with the experimental result can be observed for β=0 and β=0.01, 

which indicates that a reasonable damping coefficient is favorable to the results but not 

necessary for impact testing.  

 (a)  (b)  

(c)  (d)  

Fig.11. The vertical displacement contours (m): (a) 200μs; (b)400μs; (c)600μs; (d)800μs . 

Fig.11 demonstrates the impacting process along with the vertical displacement contours at 

200μs, 400μs, 600μs and 800μs, respectively. It is shown that the vertical downward 

displacements and the crack opening displacements increase with the time, which is consistant 

with the experimental data. 

5.2 Impact testing of a specimen with crack propagation 

m
tup

=1.4kg

V
tup

=5.0m/s
Tup

472mm

650mm

118mm

Araldit B: E=3.37GPa

                   ν=0.33

                   ρ=1172kg/m3

thickness=10mm
plane stress

a=35mm

A B

o

 

Fig.12. Impact on a sample made from the epoxy resin Araldite B : the hollow circle 

denotes the impacting node.  
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The second example is a sample made from the epoxy resin Araldite B with a crack impacted 

by a tup on its top midpoint. Fig.12 shows the geometry, dimension, boundary and loading 

conditions. The crack length is a=35mm. The crack propagates upward under the impact load, 

and the crack propagation length at each time step depends on the crack velocity and the 

specified time step. For the impacting test, the crack velocity is related to the 
a

I

dynK . The input 

load and the relation of V na

I

dyK− are shown in Fig 13. Experimental data and numerical results 

by FDM and FEM are reported in[5]. It is noted that the experimental data is recorded only 

before 232μs. 

  

Fig.13. Input load history(left) and the relation of V na

I

dyK− (right). 

 

(a) Coarse mesh with 3 polygons and 31 nodes  

 

(b) Intermediate mesh with 3 polygons and 47 nodes 

 

(c) Fine mesh with 3 polygons and 63 nodes 

Fig.14. The initial model and the three meshes of the numerical model: the black solid 

circles denote the nodes and the black hollow circles denote the crack tip; the crack tip is 

used as the scaling center of the polygon. 

Fig.14(a),(b) and (c) shows the three meshes with 31 nodes, 47 nodes and 63 nodes, 

respectively. The crack mouth is denoted by two nodes with a tiny space(1e-12m). The 

dynamic response is solved by the Newmark direct integral method and the simulation is 
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terminated at 520μs. In each time step, the 
a

I

dynK  should be calculated to judge whether the 

crack propagates or not. If 
a

I

dynK  exceeds the critical value, the propagation algorithm is used 

to determine the crack velocity and the crack length. This process is repeated until the 

specimen fails. To study the influence of the specified time step, five different time steps are 

used.  

 

Fig.15. Effect of time step on the 
a

I

dynK and crack length using the coarse mesh. 

Fig.15 shows time history of the 
a

I

dynK  and crack length using five different time steps, and 

compared with the experimental data. It can be seen that results of the 
a

I

dynK  and crack length 

using time steps of 4μs, 2μs and 0.25μs lead to identical results and are close with the 

experimental data. Results using time steps of 10μs and 20μs show somewhat different. It 

indicates that smaller time steps are required for the simulation of crack propagation. This is 

because the time step also influences the crack velocity at each moment, and the two mutually 

determine the crack propagation length, which is critical for the fracture analysis. It is also 

found that time steps of 4μs and 2μs lead to slightly osillations between 380μs and 520μs. 

Therefore, a time step of 0.25μs is used to calculate the results in this example.  

 

Fig.16. Effect of mesh density on the 
a

I

dynK and crack length using the three meshes. 

Fig.16 shows time history of the computed 
a

I

dynK  and crack length without damping using 

coarse mesh, intermediate mesh and fine mesh, respectively, and compared with the 

experimental data. The overall agreement is general good with experimental data. An 

oscillation is observed for the intermediate mesh between 450μs and 500μs for the 
a

I

dynK , 
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which provides no useful information.  

The CPU time on a Core(TM) 3.20GHz for the three different meshes are listed in Table 2. It 

is observed that the CPU time with 1.842s, 2.804s and 4.602s increase to 15.770s, 23.365s 

and 37.965s when the specified time step changes from 2μs to 0.25μs. They are in an 

approximate linear relationship, which indicates that the time occupied by local remeshing is 

very small. The results demonstrate the efficiency of the local remeshing algorithm and the 

presented method. 

Table 2 The CPU time for computation of 
a

I

dynK  with the three meshes 

Total Time Time step Total steps 
CPU time(s) 

Coarse mesh  Intermediate mesh Fine mesh  

520μs 2μs 260 1.842 2.804 4.602 

520μs 0.25μs 2080 15.770 23.365 37.965 

 

Fig.17. The 
a

I

dynK and crack length: comparison with experiment, FEM and FDM. 

Fig.17 compare the results of 
a

I

dynK ,crack length computed by the presented method with 

the experimental data, FDM and FEM reported in the literature [5]. In terms of 
a

I

dynK and 

crack length before 232μs, good agreement is observed between the numerical methods and 

the experimental data. After 232μs, the 
a

I

dynK  of the SBFEM reaches a maximum of 

1.257MNm-3/2 at 298μs, and then gradually decreases to about 0.77MNm-3/2 at 298μs and 

stays around 0.80MNm-3/2 until the end. The 
a

I

dynK  of the FDM is similar but less than the 

SBFEM. The 
a

I

dynK  of the FEM oscillates around the results of FDM. The predicted crack 

lengths of the three methods show a good agreement with the experimental data. It can be 

seen that the crack accelerates rapidly and propagates toward the impact point at nearly the 

same speed after initiation.  
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Fig.18. Effect of material damping coefficient β on the 
a

I

dynK and crack length. 

Fig.18 shows the effect of material damping coefficient β on 
a

I

dynK using the coarse mesh. It is 

shown that the results of 
a

I

dynK  have subtle difference with the increase of damping 

coefficient, which indicates that a zero damping coefficient is reasonable. 

(a)  (b)  

(c)  (d)  

Fig.19. The vertical displacement contours (m) : (a) 200μs; (b)300μs; (c)400μs; (d)500μs. 

Fig.19 shows the vertical displacement contours to demonstrate the crack propagation 

progress. It is seen that the crack propagates vertically towards the midpoint on the top. The 

vertical downward displacements and the crack opening displacements increase with the time, 

which is consistant with the experimental measurments.  

6. Conclusion 

The impact test specimens have been successfully simulated by the presented method based 

on the polygon SBFEM. In the method, the time histories of DSIFs can be directly extracted 

from the semi-analytical solution at each time step and the crack propagation path is predicted 

using local remeshing algorithm. Numerical results show that the method can compute the 

DSIFs accurately and efficiently whether the crack propagates or not. For the case with crack 

propagation, the crack propagation path agrees well with the experimental data. It is observed 

that the specimens are only meshed by three polygons in the presented method, which leads to 

high computational efficiency. Compared with FDM and FEM reported in the literature, it 

requires less number of degrees of freedom to obtain accurate results.  

Effect of time step, mesh density and damping coefficient on the DSIFs and crack length are 

extensively studied. The time step can be selected in a relatively large range. It is shown that 

the numerical model is not sensitive to the mesh density. And it is also found that the 

appropriate damping coefficient for impact testing is very small, so it is reasonable not to 
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consider the damping coefficient here. The vertical displacement contours are also extracted 

to show the impacting process. Therefore, the developed method is accurate and efficient in 

simulating the impact test specimens, which makes it to be an attractive and competitive 

alternative for impact testing simulation. 

More work can be done to increase the functionality of the presented method. For example, 

the mass and velocity of the tup are used to predict the impacting load. In this way, the whole 

process of numerical simulation of the impact specimens can be realized without relying on 

the instrumented load from the experiment. It is anticipated that the method can be used as a 

guide to predict the dynamic behavior of the impact tests. In addition, a very interesting and 

meaningful research is the extension to the simulation of 3D crack propagation. The polygon 

elements are then extended to polyhedra elements, and also the definition of DSIFs in 2D 

calculation method should be replaced by DSIFs in 3D. It is a worthwile job despite the 

challenges.   
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Abstract

Composites material combined the performance advantages of various materials, which can
form some good comprehensive properties. For example, thermal conductivity, electrical
conductivity and flexibility. Composites material have been widely used in many fields such
as daily necessities, electronic products and medical devices. In this paper, the coupling
problem of temperature field and mechanical field of Cu-Zn thin shell material is studied. The
material characteristics of the simulation experiment are: cylindrical metal heating vessel,
considering the initial temperature conditions and mechanical boundary conditions, when the
local heat source temperature will rise rapidly, the thermal stress and deformation will also
have a great influence on the material itself. Therefore, the establishment of a mathematical
model of thermal field and mechanical field coupling is of great significance to the study of
the mechanical behavior of composite cylindrical vessels under heating conditions. The mesh
characteristics of this model are the combination of CST element and Q4 element, which can
improve the overall solution efficiency and mesh quality. The FEM weak form of the coupling
equation is given. Finally, according to the established multi-physical field model, the thermal
stress cloud map and temperature diffusion process map of thin shell materials are calculated
and output. Our work enriches the multi-physical field theory, which is a process of
combining the practical application of multilayer composites with numerical simulation.
Numerical calculation plays a good role in assisting and promoting industrial applications.
Keywords: multi-physical field, composite material, thin shell structure, thermal stress,
thermal strain, temperature field nephogram.

Introduction

Composite materials are widely used in various engineering structures, medical prosthetics,
electronic circuit boards, sports equipment, etc. The subject of these materials is an
interdisciplinary field in which chemists, materials scientists, chemical, mechanical and
structural engineers contribute to the overall product. Simple multi-laminated composite
materials such as phenolic resin laminated materials with low price, heat resistance, flame
retardant, insulation, radiation protection and other excellent properties [1,2,3]. Laminated
materials are usually added to the motor for flame retardant protection. Such laminated
materials are generally divided into two types: hot-pressed semiconductor plate and
vulcanized fiber laminated materials [4]. In addition, laminated materials are often used in the
design of circuit boards, circuit boards contain PCB laminated materials, the current use of oil
heating type or electric heating type vacuum laminating machine for multi-laminated plate
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pressing. According to the thickness of resin, buffer film, laminate and so on.

Fiber composite materials are more and more widely used in manufacturing industry.
Compared with traditional metal engineering materials, fiber composite materials are lighter
and more resistant to corrosion. The properties such as strength, stiffness and toughness can
usually be customized according to specific applications. The fiber composite is composed of
carrying fibers embedded in polymer resin. Composite materials are usually laminated plates
formed by multi-layer superposition, in which the fibers in each layer are unidirectional [5].
In this model, we conduct stress analysis on laminated composite cylinders. It is unrealistic to
model the single fiber in each layer of the laminated plate. Some researchers use the
simplified micromechanical model of single carbon fiber in epoxy resin to calculate the elastic
properties of single layer. Then these properties are used for the homogeneous model of
laminated composite cylinders. Here, two methods are used to model the laminated plate,
namely the layered (LW) theory and the equivalent monolayer (ESL) theory.

Layered materials can be formed in various ways, and graphene films can be combined into
composites by CVD growth [6,7]. Folding method can also be used to fold single-layer
graphene into macro-composites, and then form a 3D solid structure from 2D geometric
lamellar structure. Folding method can be extended / extended to other 2D nanomaterials to
design and manufacture macro-laminated composites with enhanced mechanical properties.
Folding leads to additional hardening of composites relative to simple stacked counterparts,
and the elastic modulus of newly formed composites will also be significantly increased. The
research on the impact resistance and damage performance of laminated materials is also a
very complex process[8]. For example, the main factors affecting the drilling of CFRP
laminates include delamination, wear, thermal degradation and surface roughness. The
mechanical analysis of composite laminates includes many aspects, such as free vibration and
dynamic analysis, buckling and post-buckling analysis, geometric nonlinearity and large
deformation analysis, and fatigue damage. There are many numerical methods for solving the
plates and shells , such as, particle dynamics, molecular dynamics [9,10].

In recent years, the application of multi-physical fields in material mechanics has attracted
much attention, that is, the mathematical model that combines the differential equations of
multiple physical fields to solve. Simple problems include two-field coupling, thermal
field-electromagnetic field coupling, thermal field-force field, light field-thermal field and so
on. Multi-field coupling problems include the fracture of thermoelectric materials,
thermal-electric-magnetic interaction. In real life, many physical phenomena are
multi-physical field coupling problems, and the simplified single-field model is easy to ignore
the interaction between fields. In this paper, the application of thermal field-force field
coupling in cylindrical heating vessels with composite thin shells is mainly studied. The
thermal stress, thermal strain, temperature and so on. They are generated under the action of
multi-physical fields. In this paper, the finite element method is used to solve the problem.
The innovation of this paper is that the triangular element and quadrilateral element are
combined to improve the mesh quality and computational efficiency.

Temperature-force field coupling model

Space term discrete
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In the real three-dimensional world, heat transfer is an objective physical phenomenon, and
heat transfer is also accompanied by energy conversion. The heat transfer of objects belongs

to three-dimensional transient heat. Temperature variable )( t,z,y,xT is a multivariate

function of coordinates and time. When )( t,z,y,xT , it indicates that Q does not change with

time, and it indicates that the temperature of the thermally conductive object does not change
with time after heat exchange. This process is called the steady-state temperature field.

When 0


t
T is the transient temperature field, the difference between the transient

temperature field and the steady-state temperature field is time variable t [11,12,13].
According to the Fourier heat transfer law and the energy conservation law, the energy
balance differential equation in the rectangular coordinate system satisfies the following
relationship:
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For Equation (1),  is the material density of 3m/kg ， c is the specific heat capacity of the

material )( kkg/J  ， plate requires energy when heating up, andQ is the heat generated by the

internal heat source, zyx k,k,k is thermal conductivity, they go in three directions

x,y,z, )( Km/W  is thermal conductivity.
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 , respectively represents the heat that

flows in the x,y,z direction per unit of time, balancing the heat of the incoming object with the
outgoing object when heating up. In addition, the temperature field distribution in the solution
domain  needs to meet certain boundary conditions.

(1) Class I boundary conditions : The solid surface temperature is a known function of
the time t.

 )()()( 11 t,z,y,xTt,z,y,xTt,z,y,xT . (2)

(2) Class II boundary conditions: The thermal flow density of the solid surface is equal
to the change value of the temperature T in the direction of each component.
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(3) Class III boundary conditions: the difference between the heat flow density of the
solid surface is proportional to the surface temperature T and the fluid surface

temperature cT .
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zyx n,n,n is the direction cosine of the normal line outside the boundary, )( t,z,y,xT is a given

temperature, )( t,z,y,xq is the heat flow density 2/mW on the boundary 2 , h is the thermal

conductivity coefficient )/( 2 KmW  on the boundary, aT is the insulating temperature of the

boundary layer under natural convection conditions, and a combination of all boundaries can

be expressed as 321   .

The heat conduction equation also establishes the finite element format for discretization,
which needs to be considered in two parts, namely, spatial discretization and time
discretization. If the problem is a regular region, the spatial region is discretized by Q4 finite
element, and the solution effect will be better. Namely, triangular elements are more flexible
for discrete irregular regions. The total solution domain can be assembled by n small elements,
and its functional form can be written as Eq.(5):

 eII (5)

According to the variational principle, there exists 1
0HT *  , integrals on the unit e can be

represented as:
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If the temperature T has equal thermal conductivity along each components, there are

akkk zyx 

dsTTThdxdydzT
t
T

z
T

z
T

y
T

y
T

x
T

x
TaI *

a
S

*
***

e )()( 




























 


(7)

Then for the above formula deviation guide, you can get:
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Then, it is necessary to find the extreme value of the functional form of Eq. (7), and there is

0
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T
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(9)

Let the node temperature of the elemnt e is:
T

21 )](),...,()([ tTtT,tT n
e T . (10)

The 3 D interpolation base function is selected as follows:
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(1)Linear element (8-junction point)

1,2,...,8)()1)(1)(1(
8
1

 iN iiii  (11)

(2) Secondary element (20 junction point)
Basis function of cube angular vertices:

1,2,..,82)-)(1)(1)(1(
8
1

 iN iiiiiii  (12)

Basis function of side midpoint:
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Temperature interpolation function in a elment at any point can be expressed as
e)( NTz,y,xT
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This numerical experiment adopts the specific linear combination of temperature function
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Bring the upper expression (17) -(19) into (7), we can gain the equation available:
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dxdydzNNc ji
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Among them, dsNhNq
S

ji
e
ij  and dsNhg

S
i

e
i  is mainly integral on the surface boundary.

After obtaining the integral on each element, and then assemble the total stiffness matrix. The
matrix expression of the finite element discrete equation of the 3 D heat conduction equation
is:

0 c
e TgQTTCKT  (23)

The element Q is not zero when the i,j is all on the boundary , Let QKH  , we can get

0 PTCHT  (24)

Among them, cTgP  .

Time term discrete
The recursive process can be realized by combining the finite difference method with the

weighted residual method [14]. In the time period nn ttt  1 , the shape function of each

node temperature is as follows :

11 )()()(  nnnn tNtNt TTT (25)
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Derivative derivative derivative by (25):
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Bring (25) into (24) for the remainder item:

PTNTCTNTHR   1111 )( nnnnnnnn NN  (28)

Let jW be the weight function, according to the weighted margin method

0
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 dW jR (29)

Bring the upper formula (28) into (29), available
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After finishing, both sides divided by 
1

0
dW j , we can simplify (30) to equation (31):
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Denote as: 
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With PT ,,T,T nn
c

n
c

1 , we can get (33). and then, 1nT can be obtained by iteration. What’s

more, according to the three-dimensional stress )( zxyzxyzyx ,,,,,  and strain

)( zxyzxyzyx ,,,,,  in the generalized Hook 's law, assuming that the thermal strain of

T can be compensated in all directions from the temperature T of the initial stress-free state,
the coordination equation (Bettelm formula ) is derived [15,16]:
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(34)

The formular zyxS   and 2 of the above equations are second-order differential

operators, and E is elastic modulus.  is Poisson ' s ratio.  is the expansion coefficient. The

above equations are also the coupled equations of temperature field and force field, which can
not only reflect the mutual influence between temperature field and stress, but also obtain the

strain )( zxyzxyzyx ,,,,,  . Naturally, the change of these values is very helpful for the

study of material properties in high temperature environment. Next, numerical calculation is
needed, to solve the finite element equations, the variational principle is needed to simplify
and deform each equation, and finally a new algebraic equation group is formed.
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Using partial integral and Green formula to obtain:
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As for 01
0  t,HT, **

x ，among them, 1
0HT *  is the Sobolev space and meet the boundary

conditions, bilinear formula as following:
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After finishing, we can get:
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The original problem was transformed into:
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Similarly, the bilinear discrete formulas of the other formulas are:
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The distribution function of the object temperature difference is )( z,y,xT , due to the

principle of thermal expansion and cold contraction, if the temperature increase will cause the
expansion of the material itself, the thermal strain will occur on each component of the
right-Angle coordinate system. The physical equation of thermal strain using temperature and
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thermal stress is as follows:
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Numerical example:
Material parameter setting:This numerical experiment mainly studies the numerical
simulation experiment of a container with heating function in a multi-physical field. The
coupling simulation experiment of the material in a multi-physical field. The single-layer
composite material mainly selects the metal material of Cu-Zn combination. The geometric
shape of the object is the shape of a metal cup. The bottom radius of the cylindrical container
is mR 2 , the height is mh 6 , and the thickness is m.d 050 . The bottom of the

material will provide a continuous heat source for heating 250 m/wQb  , and the

surrounding will convection with the air. The temperature of the air selects the normal outdoor

temperature kT 2930  . For the thin shell, the steady-state heat conduction equation is:

tedQQTC  qu (45)

Tk -q (46)

Transient thermal conduction equation can also be written as:

QTC
t
TC 

 qu  (47)

Tk -q (48)

The  of the upper formula is called material density, C is constant pressure heat capacity,

)( w,v,uu is displacement field vector, q is heat flux, Q is heat source function, k heat

conduction coefficient. Heat flow exchange on the boundary, can also be expressed as:

 )()(0 iiiiext t,z,y,xTThq (49)

Among them, the external temperature kText 273 , the heat transfer coefficient is

)(750 2 km/kWh  , the top cover of the container will be subjected to downward gravity

load NFzg 1000 .
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Transient structural mechanical equation:
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 (50)

zyxS   , 110  z,z . (51)

Among them, )( w,v,uu is the shift field vector of material, ra is normal displacement, vF is

external load, vM is moment, n is normal vector, d is the thickness of material. Mechanical

equation of steady state structure:

d
zvS v )(60 nMF  (52)

110  z,z (53)

Table 1. The basic parameters of Cu-Zn mixed materials

Construction of geometrical shape and mesh subdivision
In this model, two kinds of grids are used to divide, one is CST element and Q4 element to
divide the region, that is, the quadrilateral element is used around the cylinder container, and
the triangle element is selected for the bottom circle.Generally speaking, for regular graphics,
we use rectangular elements, and for irregular graphics, triangles can also be used in
combination.However, it is necessary to pay attention to the vertex alignment (common nodes)
on the interface of different elements.The purpose is that the data between the elements can be
correctly transmitted after the discretization of different regions, and the calculation accuracy
of the model can be improved.The number of vertices in the cylindrical entity grid is 312. The

bottom area c contains 118 elements, the minimum mesh mass 69750.Minq  ,

86890.Maxq  , the maximum element size length 60.l  , the curvature factor 60. ,

Name Sign Value Unit

Thickness d 0.01[m] m

Young's modulus E 90000 Pa

Heat capacity at
Constant pressure C 420 J/(kg·K)

Density  8800 kg/m³

Rotation w 0.0 rad

Thermal
conductivity factor

k 52 W/(m·K)

Poisson ratio v 0.35 1
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and the resolution 50.Rratio  of the narrow area. The side area R of the cylinder has 240

rectangular sides, and the average mesh quality is 01.M  .

(a)Triangle grid unit division of the (b) Rectangle unit division on the side of the cylinder
bottom circle area

Fig1. Heating container is grided with the CST and Q4 element.

Mesh quality Assessment
For triangular mesh, the shape coefficient is also defined to evaluate the quality of the mesh,

where sf is the shape coefficient and eA is the mesh area. Any triangular element can draw an

circumcircle, and this circumcircle can draw an equilateral triangle, whose area is the optimal

mesh area of opteA ， .

opt,e

e
s A

Af  (54)

In addition, there are seven indicators of the quality of the mesh quality are:
(1) Aspect Ratio, Horizontal ratio, the software default value is 15.
(2) Skew Angle, Software default value 45.
(3) Warpage, different software definitions vary.
(4) Taper, default value for the software is 0.25-0.5.
(5) Jacobian Ratio, default value for the software is 0.7.
(6) Twist Angle, default value for the software is 30.
(7) Element length, default minimum length of 0.1mm, maximum of 100mm.

The following is the visualization of the grid quality evaluation results. The green represents

the optimal grid quality close to 1qM . Red represents the worst grid quality 0qM ,

From the division effect, the grid quality of this physical container division is good, the part is
very uniform, and there is no area of poor grid quality.
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(a) Cylindrar mesh division (b) Triangle grid offset histogram
Fig2. Mesh quality test result diagram

Multi-physical field boundary conditions
The physical model is mainly the coupling of temperature field and structural mechanics field.
This model selects the steady-state change, which is independent of time change[17,18]. The
purpose of coupling is to observe the influence of temperature on mechanical properties of
Cu-Zn thin shell material at high temperature, and then draw the stress nephogram by
visualization technology. The coupling equation of the two physical fields is as follows:

tedQQTC  qu (55)

Tk -q (56)

d
zvS v )(60 nMF  (57)

110  z,z (58)

Temperature initial condition
the boundary information of temperature field is as follows : the cylinder keeps convection
with air around, that is, the initial temperature of surface keeps at :

Rsurf zyxkT  ),,(，293 (59)

Bottom circle provides continuous heat source, temperature retention: 250 m/wQb  , ),,( zyx

c . In addition, the cylinder side provides a thermal flux of: 2
0 15 m/wq  , surfzyx ),,( .

The convective heat flux at the top of a cylindrical container is )(0 TThq ext  . Among them,

the heat transfer coefficient is km/wh  2750 . External temperature is k.Text 15273 .

Displacement and velocity conditions
Meanwhile, the physical model coupled with 2 fields also needs to set mechanical boundary

conditions, fixed for the bottom circle boundary fix , the boundary displacement vector.
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})20|),,{(0),,( 222  r,z,ryxzyxzyxu fixiii  . And the speed field is 0


t
u .

Normal displacement of the shell is 0ra ， and normal velocity of the shell 0


t
ra .

Side load: the upper bottom circle cover, due to gravity factors, will produce vertical and
downward force, that is

})26|),,{(|1000),,( 222  r,z,ryxzyxNzyxF Giii G
 . (60)

Face load: If the external side of the vessel receives a squeeze pressure NF 200 , it can be

represented as:

})60|),,{()00100()( 222
3  z,ryxzyx,,F,F,FF G

z
i

y
i

x
in  (61)

(a) Face load force area calibration (b) top boundary force calibration
Fig3. Application of boundary load in different regions

Numerical results
Define the problem, and establish a suitable physical model, using a simple mathematical
differential equation language to describe, through the establishment of the above
multi-physical field theory and the boundary information given, the original problem needs to
be pre-processed, the partial differential equation is transformed into the corresponding
variational principle to obtain the corresponding Galerkin weak situation, and then calculate
the stiffness matrix one by one, and finally the single stiffness matrix and into the total
stiffness matrix.The total stiffness matrix is generally with weak singularity, because the
corresponding boundary conditions are also added, so that the problem has a unique
solution.There are many methods to add the boundary, such as replacement method, large
number method, additional method and so on.Then the corresponding algebraic equation
group is obtained, the corresponding algebraic equation group is solved, the coupling
algebraic equation group solution method about temperature and force field is used, the LU
decomposition embedded in COMSOL, and the multigrid algorithm is used.

Then, the temperature and stress information are solved, and the corresponding cloud images
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are output. It can be seen from Fig.4 that Fig.4.(a) is the inner and outer layers of the container,
the inner layer is blue, and the outer layer is red. Fig.4.(b) is mainly the local vector field of
the cylindrical surface, and its effect can clearly distinguish the direction of the force when the
load is loaded on the boundary. Fig.4.(c) is the three-dimensional steady-state temperature
function cloud image solved in the coupling model, which can clearly observe that the high
temperature region is concentrated in the middle part because of the heat source at the bottom
and the heat flux at the top. Fig.4.(d) is the stress cloud image, and the source of the stress is
two parts, one is the thermal stress caused by the heat source, and the other is the boundary
load added to the mechanical mechanics. In addition, this map is also the deformation and
stress color. On the same graph, the force on both sides of the symmetrical side at the bottom
is the largest, and the force on the other positions is uniform. Due to the obvious deformation
at the top of the extrusion container, the Fig4 simulation results can excavate different
physical information from the same object, and the multi- physical field is more accurate than
the single, considering the interaction between the fields.

(a)Inner and outer layer geometry (b) Material thickness and local direction vector field
of the container
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(c) 3D temperature field cloud map (d) 3D thermal stress cloud map
Fig4.Numerical results visualization of temperature field and force field coupling

Conclusion
This paper mainly studied the mechanical application of Cu-Zn composite materials in the
couple physical field, involving the temperature field and structural mechanics field. In this
work, the differential equation of transient two-field coupling and the steady-state two-field
coupling equation are given. The numerical example is a three-dimensional steady-state
two-field coupling physical model, which needs to be through multiple steps: setting
geometric parameters, constructing geometric region, meshing, adding boundary conditions,
simplifying the algebraic equation of weak form, and finally outputting the results. This
example can well reflect the temperature information, stress, deformation and other
information. The conclusion of this paper is that the quality of the mesh needs to be improved
in meshing, which is helpful to the calculation speed and accuracy of the model. In addition, a
physical model can be composed of multiple elements, such as CST, LST, Q4 and Q8.
However, the common nodes on the interface of different elements must be reunited to ensure
the correct transmission of physical data and computational information, and reduce the error
of mesh construction. The selection of multiple physical fields must conform to the actual and
objective development law. The small number of coupled fields cannot truly reflect the
original problem, which is too difficult to solve. At the same time, the interference term is also
added, the boundary conditions must be given when coupling, because the lack of boundary
information may lead to unsolvable results or excessive errors. The iterative optimization
method can be added to improve the iterative speed. In short, this paper is a simple
two-physics coupling model, which provides the theoretical basis for thermal-mechanical
multi-physics field analysis, gives numerical experiments, and uses COMSOL software to
simulate the original problem. In the future, we will continue to explore the relevant
applications of new functional materials in multi-physical fields.
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Abstract  

This paper is concerned with the inverse problem for reconstructing the mass density of thin rods, 

directly in the time domain, based on the complete waveform response at one end. Mathematically, 

the inverse problem can be cast as a partial-differential-equation-constrained optimization problem 

which is regularized by the time-dependent Tikhonov regularization. Specifically, we seek to 

minimize a cost functional of the misfit between measured and computed responses. Numerical 

results are presented to show the accuracy and effectiveness of the proposed scheme in 

reconstructing sharp profiles of mass density even in the presence of noise in the data.   

Keywords: wave motion, inverse problems, finite elements, Tikhonov regularization 

  

1 Introduction 

The reconstruction of the material profile based on collected measurements is central to many 

problems in engineering [1]. In this paper, we present a study in solving the inverse problem of 

recovering the mass density distribution along a thin rod. Specifically, to tackle this problem we 

utilize Tikhonov regularization for stabilizing the obtained ill-posed inverse problem. This 

technique was first introduced by Tadi [3][4], the basic idea is to treat the unknown parameters as 

time dependent and then the obtained equations are solved explicitly by the finite difference 

method. In this study, we generalize the governing equations in the inverse problem for thin rods 

with general values of the elastic modulus and the cross-sectional area. The main difference from 

[3][4] is that we solve the obtained strong-form equations using the finite element framework.  

 

The problem setting is described as follows: consider a one-dimensional prismatic thin rod (Figure 

1) with the cross-section area 𝐴; the left end is fixed, the right end is free and subjected to a force 

which is a prescribed excitation 𝑓(𝑡). We assume that the elastic modulus 𝐸(𝑥) is given whereas 

the mass density 𝜌(𝑥) is an unknown variable, which can be varied along the rod and need to be 

found. By using Lagrange multiplier to minimize the misfit functional under constraints, we end 

up with a partial-differential-equation-constrained optimization problem. 

 

Figure 1. A thin rod subject to a pulse excitation 𝑓(𝑡) at the right end. 
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2 Governing equations 

Consider a thin, straight, and prismatic rod, the longitudinal wave equation [2] can be written as 

 2

2

( , ) ( , )
( ) ( , ) ( ) ,

u x t u x t
E x q x t x

x x t


   
+ =    

 (1) 

where 𝑢(𝑥, 𝑡) is the axial displacement. If the elastic modulus is constant 𝐸(𝑥) = 𝐸, we obtain   

 2 2

2 2

( , ) ( , )
( , ) ( ) .

u x t u x t
E q x t x

x t


 
+ =

 
 (2) 

The effect of body force is neglected, i.e. 𝑞(𝑥, 𝑡) = 0 then Eq. (2) can be reduced to 

 2 2

2 2

( , ) ( , )
( ) ,

u x t u x t
x E

t x


 
=

 
 (3) 

where 𝑥 ∈ [0, 𝐿] and 𝑡 ∈ [0, 𝑇].    

Next, the initial and boundary conditions can be described as follows: 

 ( ,0) ( ,0) (0, ) 0,

( , ) ( ),

t

x

u x u x u t

EAu L t f t

= = =


=
 (4) 

where 𝑓(𝑡) denotes the prescribed excitation at the right end of the rod. We assume that the 

displacement at the right end, 𝑢(𝐿, 𝑡) = 𝑢𝑚(𝑡) can be measured. The inverse problem aims to 

recover the distribution of mass density 𝜌(𝑥) based on the observed displacement 𝑢𝑚(𝑡). In order 

to regularize the inversion, the unknow parameter is treated as time dependent [3], i.e. 𝜌(𝑥) →
𝜌(𝑥, 𝑡). We spatially approximate the mass density by using the linear shape functions of the finite 

element method. In particular, 𝜌(𝑥, 𝑡) can be approximated as  

 

1

( , ) ( ) ( )
n

i i

i

x t N x p t
=

= =  N p , (5) 

where 𝑁𝑖(𝑥) ’s are the linear shape functions. In the master element, they are defined as: 

1 2

1 1
( ) (1 ); ( ) (1 )

2 2
N N   = − = + . 

Mathematically speaking, one way to check how close of the real mass density and the guess one 

is to consider how small the misfit functional (least square) 𝐽 is, where 𝐽 is defined as: 

 
 

2

0

1
( ) ( , ) .

2

T

mJ u t u L t dt= −  (6) 

The computed response from Eq. (3) is denoted by 𝑢(𝐿, 𝑡) which is associated with a guess of 

𝜌(𝑥). It is well-known that minimizing the misfit functional 𝐽 leads to an ill-posed problem. In 
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order to go around this issue, one should add a quadratic term to the misfit functional to make it 

more like a parabola, and thus making the optimization problem easier. This is the basic idea 

behind the Tikhonov regularization. Specifically, we shall try to minimize the nearby misfit 

functional defined as: 

 
 

2

0

1 1
( ) ( , ) .

2 2

T

mJ u t u L t dt
 

= − +  
 
 p p  (7) 

where �̇� is the time rate of 𝒑. The unconstrained minimization problem can be obtained by 

applying Lagrange multipliers to the wave equation (Eq. (3)), the misfit functional is modified as: 

 
 

2

10 0

1 1
( ) ( , ) ( , ) ( ) ( ) ,

2 2

T L n

m i tt xx

i

J u t u L t x t N x p t u Eu dx dt 
=

  
= − +  + −  

  
 p p  (8) 

in which 𝜆(𝑥, 𝑡) is the Lagrange multiplier. 

Next, in order to find the minimum of 𝐽, we consider the first variation of 𝐽 as follows 

 

0 0

10

ˆ ( , ) ( )

( , ) ( ) 0,

T L

tt xx

L n

tt tt i i xx

i

J u u L t u Eu dx

x t u u N x p u dx dt

     

   
=


= − +  + − +



 
+ − = 

  

 



p p

 (9) 

where  

 ˆ( ) ( ) ( , ).mu t u t u L t= −  (10) 

Integrating the term �̇� ⋅ 𝛿𝒑 ̇ by parts leads to 

 

0

0 0

.

T T
T

dt dt   =  −  p p p p p p  (11) 

We choose �̇�(𝑇) = 0 and 𝛿𝑝(0) = 0 as in [3], two following terms in Eq. (9) can be expanded as  

 

0 0

( ) ,( ) ( )
T T

T T

tt tt t to o
u dt udt u u     = + −   

0 0

0 0

.

L L
L L

xx x x xxu dx u u udx     = − +   

(12) 

 

The left end is fixed, so its displacement is zero. At the right end, the external load is prescribed. 

In other words, 
0

0x L
u u = = , substituting the above expansions into Eq. (9) results in 
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The terms , ,u p   are arbitrary, in order to obtain the minimization of 𝐽, the following terms 

must be set to be zero 
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 (14) 

The boundary conditions for Lagrange multiplier are described as follows: 

 ( , ) 0.(0, ) ( , ) t x Tt x T   == =  (15) 

3 The Finite Element Method 

3.1. The forward equation  

We utilize the finite-element method to solve the wave equation of the rod with the associated 

Dirichlet and Neumann boundary conditions. The strong form can be stated as 

 0

(0, ) 0, ( , ) ( )

( ,0) ( ,0) 0

tt xx

x

t

u Eu

u t EAu L t f t

u x u x

 − =


= =
 = =

. (16) 

The domain is discretized into 𝑛 equal elements. By using the linear shape functions, the 

displacement field can be approximated as 

 
1 2

1 2( ) .( ) ( ) ( ) e eNu u N u u   + =  (17) 

The stiffness and mass matrices are given by [5]: 

 1 1 2 1
, .

1 1 1 26
e e

EA

L

AL−   
= =   

−   
K M  (18) 

Finally, by assembling all elements we obtain the following final system of equations:  

 ( ), (0) , (0) .t+ = = =Mu Ku f u 0 u 0  (19) 
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Then, Newmark method with the average acceleration algorithm is applied to solve this second-

order differential equation in time.  

3.2. The adjoint equation 

The strong form of adjoint problem is described by Eqs. (14)1 & (14)3  and (15). It is worth to note 

that Eq. (14)1  plays the role of representing for the external load prescribed on the boundary 

 0,

ˆ(0, ) 0, ( , ) ( ),

( , ) ( , ) 0.

tt xx

x

t

t L t u t

x T x T



 

 

 − =


= =
 = =

 (20) 

In order to obtain 𝜆(𝑥, 𝑡), we realize the similarity in the pattern of two systems of equations (16) 

and (20). Specifically, we proceed to solve for 𝜆(𝑥, 𝑡) by the same manner as used to solve for 

𝑢(𝑥, 𝑡), the only difference is that we need to go backward from 𝑡 = 𝑇 to 𝑡 = 0. 

3.3. The updating equation 

Eq. (14)4 can be simplified to 

 

0

1
( ) ( , ) ( , ) ( ) .

L

i j j j ip t x t u x t N x dx


=   (21) 

With the stored values of 𝑢(𝑥, 𝑡), 𝜆(𝑥, 𝑡) and the piecewise linear shape functions 𝑁𝑖(𝑥), the 

definite integral on the right-hand side of Eq. (21) can be evaluated at node 𝑖 and time step j by 

using the trapezoidal rule as follows 
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1 1 1 1

1
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 (22) 

where 

 ( , ) ( , ).j

i i j tt i jx t u x tb =  (23) 

At node 2 and time step j, since we do not need to consider node 1,  

 
( )2 2 34 .

6

j j jh
p b b


= +  (24) 

At node n and time step j, we have another approximation: 
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In summary, we can compute the “acceleration” 
j

ip  as follows: 
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Next, the values of 𝑝𝑖
𝑗
 can be determined by mean of forward Euler method. In particular, we 

approximate the acceleration as  

 1j j
j ji i

i i

p p
p B

t

+ −
= =


, (27) 

hence 

 1 ,j j j

i i ip B t p+ =  +  (28) 

In addition, the first derivatives of 𝑝 at initial and final time steps are chosen to be zero. Once the 

value of time rate of �̇� is computed, we can also track for 𝑝 by reusing forward Euler method 

 1j j j

i i ip p t p+ =  +  (29) 

3.4. Algorithm 

We follow a procedure of three steps to recover the distribution of the mass density: 

- Solving the forward equation: apply the finite element method for spatial discretization and 

Newmark method for temporal discretization, solve the wave equation with a guess for 

mass density, and then the obtained displacements at all nodes are stored as 𝑢(𝑥, 𝑡). 

- Solving the adjoint equation: keep the mass density is constant and obtain 𝜆(𝑥, 𝑡).  

- Solving the updating equation: with the values of 𝑢(𝑥, 𝑡) and 𝜆(𝑥, 𝑡) are stored, forward 

Euler method is applied via two steps to update 𝜌. The updated guess for mass density is 

obtained from the value of 𝜌 at the final time step 𝑇. We then check the error between the 

measured displacement and the computed displacement which is correspondent to the new 

guess mass density by considering the norm of misfit functional. If the error is still larger 

than a prescribed tolerance, we repeat the above procedure. The value of 𝜌(𝑥, 𝑇) then is 

used to update the new guess for density. 
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Algorithm: Inversion of the mass density 

0: Input , , , , ( ), ( )mE A L n f t tu  

1: Choose  

2: Set 0k =  

3: Set initial guess for 0 ( ,0)x → p  

4: Set convergence tolerance TOL 
5: while (misfit > TOL) do  
6:        Solve the forward problem to obtain ( )tu  

7:        Solve the adjoint problem to obtain ( )tλ  

8:        Compute ( )i jp t using 

1

1 1

1

4 , 2

4 , 3, 1.
6

2 ,

j j

i i

j j j j j

i i i i i

j j

i i

b b i
h

p B b b b i n

b b i n


+

− +

−

 + =


= = + + = −


+ =

 

9:         Update the parameter using  

 
1j j j

i i ip B t p+ =  + , 
1j j j

i i ip p t p+ =  +   

10: 1k k= +  
11: end while 
12: Save final estimates ( ) ( , ).x x T =  

 

4 Numerical examples 

 

In this section, we consider three scenarios in which the mass density is constant, the mass density 

varies along the rod and the noise appears in the measurement data.  

 

4.1. Constant mass density 

In this case, the rod is discretized into 100 elements with equal lengths, the observation time 𝑇 =
2 s and the time step is chosen as Δ𝑇 = 0.001 s. The right end is subject to a unit-step excitation 

𝑓(𝑡) = 𝐻(𝑡), which is the Heaviside step function. Parameters are chosen as 𝑇𝑂𝐿 = 10−5, 𝛼 =
10−6. In choosing the initial guess, we try three different values 𝜌0 = 0.3; 0.5; 0.7, which are 

smaller than the real mass density (𝜌target = 1). Figure 2 shows the history of searching the mass 

density using the presented algorithm. It can be seen from this Figure, all three initial guesses lead 

to the correct convergence result. The bigger difference between the target value and the initial 

guess requires a higher number of iterations toward the convergence. In Figure 3, we test various 

values of the initial guess on another side of the real mass density. The convergence can also be 

obtained accurately by using the algorithm we present.  
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Figure 2. Initial guess 𝜌0 = 0.3 (left), 𝜌0 = −0.5 (center), 𝜌0 = 0.7 (right). 

 

Figure 3. Initial guess 𝜌0 = 2 (left), 𝜌0 = 3 (center), 𝜌0 = 4 (right). 

4.2. The mass density varies along the rod 

We reconsider four numerical examples presented in section 4 of [3]. In the first three numerical 

experiments, the mass density profile is described by smoothly exponential functions. Meanwhile, 

the profile is given by a sharp function in Example 4. The applied force for all cases can be 

expressed as 

 

2( 0.1)
( ) exp

0.0025

t
f t

 −
= − 

 
.  

The rod is divided into 240 elements with equal lengths. The observation time is 𝑇 = 3 s while 

time step is Δ𝑡 =0.0015 s. The time range is chosen such the wave starting from the free-end then 

reflects from the fixed-end and goes back to the free-end. One important parameter of this 

regularization scheme is the parameter 𝛼, the smaller value of 𝛼 causes faster convergence. 

However, the inverse problem is ill-posed when 𝛼 goes to zero. In this study, we start to consider 

the value of 𝛼 at 0.0001 and gradually reduce to 𝛼 = 10−8.  

Example 1: The real density of material is given by the following expression: 

 
2( 0.5)

( ) 1 exp
0.04

x
x

 −
= + − 

 
.  
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Figure 4. Example 1: Initial guess 𝜌0(𝑥) = 0.5. 

 

Figure 5. Example 1: Initial guess 𝜌0(𝑥) = 1. 

Figure 4 (right) shows the inverted mass density at the 2000th iteration when 𝜌0(𝑥) = 0.5, the 

error-norm of misfit function is 0.008078. The displacement at the fixed end is not evaluated, 

therefore the inverted density at this node remains as the initial guess and it causes the recovered 

density equals 0.5 as shown in the Figure. The oscillation at both ends reduces when initial guess 

chosen closer to the actual value of density (Figure 5 (right)). 

Example 2: We now consider the recovery problem in which the actual density is given as: 

2 2( 0.26) ( 0.74)
( ) 1 exp exp .

0.02 0.02

x x
x

   − −
= + − + −   
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Figure 6. Example 2: Initial guess 𝜌0(𝑥) = 0.75. 

 

Figure 7. Example 2: Initial guess 𝜌0(𝑥) = 1. 

It is clear that the real mass density has two waveforms. In both cases of the initial guess 𝜌0(𝑥) =
0.75 and 𝜌0(𝑥) = 1, the inverted results match the target values.  

Example 3: We next consider another case in which the mass density rapidly changes in space. It 

is possible to check the density at the free-end and propose a better initial guess. The density is 

given by: 

2 2( 0.5) ( 0.6)
( ) 1 0.8 exp exp .

0.005 0.005

x x
x

    − −
= + − + −    
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Figure 8. Example 3: Initial guess 𝜌0(𝑥) = 1. 

Example 4: Finally, we consider the inverse problem in which the density is not a continuous 

function. The mass density is described is by 

( ) 1.5 ( ) 0.5 ( 0.35) ( 0.7) ( 1)x H x H x H x H x = + − − − − − . 

We applied the same numerical parameters as in Example 3, Figure 9 demonstrates that the 

regularization scheme successfully recovers the density profile.  

 

Figure 9. Example 4: Initial guess 𝜌0(𝑥) = 1. 

4.3. Noisy measurements 

In practice, we are typically not able to observe 𝑢𝑚(𝑡) directly but its noise-corrupted value 

𝑢𝑜𝑏𝑠(𝑡𝑗) = 𝑢𝑚(𝑡𝑗) + 𝑒𝑗. The noise can be considered as the inaccuracy in observation devices. In 

order to test the algorithmic performance in such a case, we again consider four numerical 

experiments in section 4.2, but the obtained measurements now are noisy. Figure 10 - Figure 13 

show the inverted results for three profiles of Gaussian noises in which the mean value of {𝑒𝑗} is 

zero. As can be seen, the presented algorithm works well even in the presence of noise.  
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Figure 10. Example 1: Initial guess 𝜌0(𝑥) = 1 with Gaussian noises in  𝑢𝑚(𝑡). 

 

Figure 11. Example 2: Initial guess 𝜌0(𝑥) = 1 with Gaussian noises in 𝑢𝑚(𝑡). 

 

Figure 12. Example 3: Initial guess 𝜌0(𝑥) = 1 with Gaussian noises in 𝑢𝑚(𝑡). 

 

Figure 13. Example 4: Initial guess 𝜌0(𝑥) = 1 with Gaussian noise in  𝑢𝑚(𝑡). 
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5 Conclusions 

Based on the numerical results presented in section 4, we conclude that our approach to the 

regularization scheme successfully recovers the distribution of mass density which varies along 

the domain. For the problem in which the mass density is a discontinuous function (layered media), 

our approach can also provide acceptable results. It was also shown that the algorithm can be used 

to predict accurately the system parameters even when noise appears in the measurement data.   
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Abstract 

In this paper, a nonlinear solver combining fixed-point iteration and transformed Newton’s method 

is first proposed. The transformed Newton’s method was recently introduced to decrease the 

degree of nonlinearity of problems in solid mechanics. The key contribution behind this work is 

to modify the starting point of each iteration of the transformed method. Specifically, the 

transformed method gets started with the previous converged solution while the proposed solver 

starts at an initial guess theoretically proved to be close to the converged root of the current step. 

The advantage of the proposed nonlinear solver lies in the simple implementation and the 

significant reduction in number of iterations compared with the purely transformed Newton’s 

method. Numerical results are presented to show the accuracy and efficiency of the proposed 

solver in dealing with highly nonlinear problems in structural mechanics.   

 

Keywords: Nonlinear elasticity, Newton’s method, fixed-point iteration. 

  

1 Introduction 

Nonlinear behavior of solids takes two typical forms: material and geometric nonlinearity. The 

former occurs when the stress is not linearly proportional to the strain, whereas the latter is 

important when changes in geometry, however large or small, have a significant effect on the 

response of structures [1]. Modelling and simulating nonlinear structures require robust solvers for 

solving the obtained nonlinear system of equations. A well-known and widely used iterative 

algorithm is Newton’s method. The basic idea of Newton’s method is to linearize the governing 

equations for obtaining the solution. Specifically, in each force increment step a successive 

equation is established to compute iteratively the next estimate closer to the real root. Highly 

nonlinear problems can lead to slow convergence which results in expensive computational cost.  

 

In biomechanics, the common characteristic of many of the proposed constitutive laws is the 

exponential relation between stress and strain [2]. The exponential feature drastically increases the 

level of nonlinearity of problems. Recently, Yue Mei et al. [3] proposed a transform technique 

toward reducing the nonlinear degree to improve the performance of Newton’s method. In 

particular, Newton’s method is modified by applying a transformation before linearization. The 

transformed problem possesses significantly reduced nonlinearity, and thus convergence 

properties can be improved.  

 

It is also well-known that the convergence properties of Newton’s method depend heavily on the 

initial guess, poor choices often lead to slow convergence or divergence and it is quite time 

consuming. The main idea of this study is to develop a technique that leads to a reduction in 
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nonlinearity and alleviating the limitation of Newton’s method in choosing the initial guess. The 

fixed-point iteration and its corresponding natural Newton’s method [4] have been used to improve 

the initial guess and increase the order of convergence. The mathematical formulation of the 

proposed approach is introduced in sections 2 and 3. We then illustrate the application of our 

proposed combination to numerical examples about 1DOF and 2DOF truss systems in section 4. 

We proceed to assess the performance of the new formulation and show the improved convergence 

property compared with Newton's method and transformed Newton’s method. 

 

2 Fixed point iteration 

2.1 Newton’s method 

Suppose that the nonlinear function ( )f x  is continuous and there exists its first derivative 

( ) 0f x  for all ( )* *,x x x  − + , where ( )* 0f x = . 

Let ( )* *

0 ,x x x  − +  be an initial guess and *

0x x−  is sufficiently "small". The function ( )f x

is evaluated at *x  by expanding in Taylor’s series about a point up to second order as follows 

 ( ) ( ) ( ) ( )
( )

( )( )
2

*

0* * *

0 0 0' '' ,
2

x x
f x f x x x f x f x

−
= + − +  (1) 

where ( )*x lies between *x  and 0x . Since ( )* 0f x = , Eq. (1) leads to 

 ( ) ( ) ( )
( )

( )( )
2

*

0* '

0

'' *

0 00 .
2

x x
f x x x f x f x

−
= + − +  (2) 

 

Newton’s method is derived by assuming that *

0x x− is small, thus the term involving ( )
2

*

0x x−

is much smaller, so  

( ) ( ) ( )* '

0 0 00 .f x x x f x + −  

Slightly rearranging this equation leads to 
( )

( )
0*

0 1'

0

. 
f x

x x x
f x

 −   By applying this process 

iteratively, we obtain a sequence  
0n n

x


=
 which is given by 

 ( )

( )
1 '

n

n n

n

f x
x x

f x
+ = −  (3) 

in each iteration. 

2.2 Iteration function 

We would like to find 
*x x= such that ( )* 0f x =  for a given differentiable function 

( )r: o  f K K K→ = . In order to solve this problem, starting with an initial guess to the 

solution 0nx x=  the guess is iteratively updated using ( )1n nx x+ =  , 0,1,2,...n = where the 
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iteration function ( )x  depends on ( )f x . It is required that *

nx x→ as n →  for the numerical 

scheme to be converged to the true solution. 

 

2.3 Choosing the initial guess 

Following theorem 2.1 in [4], let ( )x  is an iteration function of ( )f x , ( ) ( )1
x  denotes its first 

derivative and 0x  is an initial guess. If 
( ) ( )1

* 1x  , then there exists a neighborhood of *x such 

that for any 0x  in that neighborhood the sequence converges to *x . 

 

Convergence analysis:  

From the proof for theorem 2.1 in [4], by continuity, there is an interval ( ) ( )* * *,I x x x  = − +  

such that ( ) ( )
( ) ( )1 *

1
1

1
2

x
x L

+ 
  =  . Then, if ( )*nx I x , we have 

 * * *

1n n nx x L x x x x + −  −  −   (4) 

 

and ( )*

1nx I x+  . Moreover,   

 * *

0 ,n

nx x L x x−  −  (5) 

 

and the sequence ( )1n nx x+ =   converges to 
*x  as n →  because 0 1L  . 

 

Remark: We assume that n nA  and define the spectral radius of A  by 

( )  : max :  is an eigenvalue of .  = A A  

Then every subordinate matrix norm on n n  satisfies the inequality ( ) A A . That leads to 

1A  if and only if ( ) 1 A . Thus, the main condition of the previous theorem could also be 

equivalently reformulated as 
( )( )1

1   . When we extend to vector nonlinear equations, ( ) ( )1
 x  

is the Jacobian matrix of ( )x  at x ,. The norms are defined as 

.


= row sum norm 
1,...,

1

: max i

n

j
i m

j

M
 =

=

= M  (6) 

1
. = column sum norm 

1 1,...,
1

: max
m

ij
j n

i

M
=

=

= M   (7) 

Application: 
Newton’s method for finding roots of a given function ( )f x  is Eq. (3) 

( )

( )
1 '

.
n

n n

n

f x
x x

f x
+ = −  
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By choosing ( )
( )

( )'

n

n n

n

f x
x x

f x
 = −  is an iteration function, we can rewrite the Newton iteration as 

the fixed-point iteration: ( )1n nx x+ =  , then  

 
( ) ( )

( ) ( )

( )

"

1

'2
.

n n

n

n

f x f x
x

f x
 =  (8) 

 

3 Transformed Newton with fixed-point iteration method 

3.1 Degree of nonlinearity  

In this section, we summarize the basic idea behind the transformed Newton method presented in 

[3]. The degree of nonlinearity at the current point 
nx  is defined as ( )

( )

( )

( )

"

'
, *

, : sup
2n

n
x x n

f
N x

f x






=  

for  , *nx x  . We start with a simple exponential function ( ) : Bxf x Ae H= . The standard 

formulation reads: 

 
( )

( )

,
standard .sup n

n

x

x

B

x

B xBN eB e




−



==  (9) 

It shows clearly that the error in the Newton’s method will rise as when increasing x . A more 

practical model of force–displacement relation is ( ) ( ): 1Bxf x A e H− = , using the transformation

( )  log 1 logBxA e H − =
 

, we obtain 

 

( )

( ) ( )

( )
,

transform

2

21 1

sup .
1 1n

nn

x
xx

n

B B

Bx
B

e e

N

AB AB
f f B

A
e

eB
f x

 



 



 
− + 
 =

−
=  (10) 

It is worth to note that the nonlinearity in the log formulation is non-zero but does not depend on

x . It only depends on the initial guess 
nx  and reduces when increasing

nx . Then, the ideal 

scenario to apply the transformed method occurs when its degree of nonlinearity is smaller than 

the one produced by the standard method, i.e. 

transform standard .
1n n

Bx

Bx Bx
N N

B Be

e e−
    

 

(11) 
 

As can be seen from Eq. (11), when 
nBx  is extremely small the standard method is expected to be 

better than the transform method. 

 

3.2 Transformed Newton's method 

 

In this section, we briefly go through the important steps in the procedure using the transformed 

technique proposed by Yue Mei et. al. in [3]. Equilibrium equations are established with respect 
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to the current position by assembling the typical internal forces iT  and the external forces iF  at all 

nodes ( )1,2,...,i N= , the residual or out of balance nodal force iR  as the balance between the 

internal and the external forces as 

 ( ) ( ) ( ) 0       1, , .i i ix TR x F x i N= − =  =   (12) 

We utilize a transformed equation to solve the standard equation Eq. (12)  

 ( )( ) ( )( )          1,...,i iT x F x i N=  =  (13) 

for a pre-determined bijective transformation : .→  

 

Our aim is to determine a simple transformation that reduces the nonlinearity. Many of the 

constitutive models include an exponential function, which is the primary source of nonlinearity. 

Thus, we suppose a highly-simplified form ( )~ exp   which could be reduced the nonlinearity 

by taking a logarithm, i.e., log . Using finite element discretization, we write the linearized 

system of equations as 

 ( ) ,ij j i n

j

K x R x =  
(14) 

where the modified residual 

 

( )
( )

( )

( )

( ) ( )

log          if condition (16) is satisfied

                                     i

 

      otherw se

i n

i n

i ni n

i n i n

F x
T x

T xR x

F x T x






 
  = 

−

  (15) 

and with tolerance TOL, the transformed condition is:  

 
( ) ( )

( )

( )
, ,  and 0.

i n

i n i n

i n

F x
F T

T
x TOL x TOL

x
    (16) 

 

3.3 Transformed Newton method enhanced by fixed-point iteration 

 

In this section, we present algorithms in detail for applying transformed Newton method approach 

with fixed-point iteration. For problems of multi degree of freedom (MDOF), the fixed-point 

iteration requires computing the Jacobian matrix so its algorithm need to be presented separately.  
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3.3.1 Scalar nonlinear equations for problems of single degree of freedom (SDOF) 

Algorithm: Transformed Newton method enhanced by fixed-point iteration for SDOF 
problems 

Input: geometry, material properties, and solution parameters, x : displacement vector, and 

( )f x : internal force vector. 

1: Input    A: the initial shear modulus 
                  B: dimensionless parameter 
                  L: initial length truss 
                  nincr: number of load increment 
      fincr: force increment 
      area: initial area 
      E: Young modulus 
      maxiteration: maximum number of fixed-point iteration 
2: 0,F   0R   

3: TOL  convergence tolerance  
4: 

0x  initial guess 

5: Compute the tangent stiffness ( )tK x  

6: for k = 1: nincr do 
7: F F fincr +  

8: for m = 1:maxiteration do 

9:   ( ) ( )r x f x F −  (residual) 

10:  
( )

( )'

r x
N x

r x
 −  (establish the iteration function) 

11:  
( ) ( )

( )

''

2
'

r x r x
dN

r x


  

 (typically Eq.(8)) 

12:  if ( )0 1dN x x=   

13:       break 
14:  end if 

15:  ( )0 0x N x  

16: end for 
17:       

0x x  

18: ( )0tK K x  

19: R R fincr −  

20: while ( )/ toleranceR F   do 

21:               Solve Ku R=  
22:  x x u +  

23:  ( ) ( ),  tT f x K K x   

24:  if , ,  and / 0F TO O FL T T L T   do 
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25:     *log( / )R T F T  

26:  else  
27:     R F T −   
28:  end if 
29: end while 
30: 

0x x  

31: end for 
 

3.3.2 Vector nonlinear equations for problems of multi degree of freedom (MDOF) 

Algorithm 2: Transformed Newton method enhanced by fixed-point iteration for MDOF 

problems 

Input: geometry, material properties, and solution parameters,  1 2;u u u= : displacement 

vector, and ( )1 2,f u u : internal force vector. 

1: Input     A: the initial shear modulus 
                   B: dimensionless parameter 
                   L: initial length truss 
                   nincr: number of load increment 
       fincr: force increment 
       area: initial area 
       E: Young modulus 
       maxiteration: maximum number of fixed-point iteration 

2:  0;0 ,F   0;0R   

3: TOL  convergence tolerance 
4: 

0u  initial guess 

5: Compute the tangent stiffness matrix: ( )1 2,tK u u   

6: for k = 1: nincr do 
7: F F fincr +  

8: ( ) ( )1 2 1 2, ,r u u f u u F − (residual) 

9: ( )  
( )

( )
1 2

1 2 1 2

1 2

,
, ;

,t

r u u
N u u u u

K u u
 −  

10: 
1 2( ,[ ; ])DN jacobian N u u=  

11: for m = 1: maxiteration do 

12:  
0(u )A DN   

13:  max( ( ( )))spectral abs eig A     

14:   if ( ) 1spectral   

15:       break 
16:  end if 

17:  ( )0 0u N u  

18: end for 
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19: 0u u  

20; ( )0K Kt u  

21: R R fincr −  

22: while ( )/ toleranceR F   do 

23:  Solve Kx R=  
24:  u u x +  

25:  ( ) ( ),  T f u K Kt u   

26:  for 1: 2i =  do 

27:   if , ,  an  / 0ii iiF TOL T d FTOL T    do 

28:   ( )  *log /i i i iR T F T  

29:   else 

30:     i i iR F T −   

31:   end if 
32:  end for 
33: end while 

34: 0u u  

35: end for 

4 Numerical examples 

In this section, we consider two truss systems as depicted in Figure 1. The bar elements in these 

trusses are modelled by human tracheal cartilage with the elastic modulus 25E = MPa [5], the 

cross-sectional 1A = cm2. For these bar elements, the difference between the cross-section area in 

the current configuration, A , and that in the original configuration, 0A , is negligible. The highly 

nonlinear component comes from the spring attached at node 2. In particular, the spring represents 

for a bar made by aortic tissue, which is modelled using an isotropic Veronda-Westmann 

constitutive law [5][6], with the initial shear modulus 0.5A =  kPa. The aortic tissue bar is in 

uniaxial stretch and under incompressibility constraint, the first Piola-Kirchhoff stress along 

stretch direction can be expressed as 
2 2

3

2 3

1 1
( ) 2 1

B

P A e A


 
 

 
+ − 

    
= − − −   

   
, 

where the stretch /l L =  , the initial length is 25L = cm. 
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Figure 1. Truss systems: 1DOF (left) and 2DOF (right). 

 

4.1 One degree of freedom problem 

 

In case of 1DOF system as shown in Figure 1, applying the Crisfield truss-element method [1], we 

first get the reference configuration  

( )
1

2
0 0 4 3

e
Te

e

 
= = 
 

X
X

X
, 

and the element displacement vector is expressed as: ( )
1

2
0 0 0

e
Te e e

e

u
v

u

 
= = − = 
 

Xu x . The 

undeformed and deformed lengths are computed as   
2 2 24 3 25e eL =   = + =X A X , 

( ) ( )
2 22 24 0 3 0 25 6e el v v v=   = + + + + = + +Ax x , 

in which 𝑣 is the vertical displacement at node 2. We proceed to compute the internal force vector  

( ) ( )2 2

int 32

e e

a

bEA
l L

aL

b

 
 
 = −
 −
 
− 

F u , where 
( )

1 1 2 2

1 1 1 1

1 1 2 2

2 2 2 2

4
.

3

e e e e

e e e e

a X u X u

b X u X u v

 = + − − = −


= + − − = − +
 

The internal force therefore is reduced to ( )( )2 2 3

22 6 3 18 9eF v v v v v v= + + = + + .The stiffness 

matrix comprises of two parts, geometric and material ones as follows 

( )

2 2

2 2 2 2

3 2

2

1 0 1 0

0 1 0 1 .

1 0 1 02 . .

0 1 0 1 . . .

e e e

geo mat

a ab a ab

l L b ab bEA

L a ab

sym b

 −  − − 
   − − − −   = + = +
   −
      −    

K K K , 

then
22 22

2

22 18 18 3e e e

geo matK K K v v= + = + + . The current force acting on the aortic tissue bar is 

calculated as 0( )sF P S= , where the initial cross-section area 0 1S = cm2.  
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Figure 2. 1DOF (𝐵 = 40, Δ𝐹 = 20 𝑁): Equilibrium path (left) and No. of iterations (right). 

 

 

 

Figure 3. 1DOF (𝐵 = 60, Δ𝐹 = 20 𝑁): Equilibrium path (left) and No. of iterations (right). 

 

 

Figure 4. 1DOF (𝐵 = 80, Δ𝐹 = 20 𝑁): Equilibrium path (left) and No. of iterations (right). 
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Figure 5. 1DOF (𝐵 = 80): No. of iterations when Δ𝐹 = 20 𝑁 (left) and Δ𝐹 = 25 𝑁 (right). 

 

Figure 6. 1DOF (𝐵 = 80): No. of iterations when Δ𝐹 = 30 𝑁 (left) and Δ𝐹 = 35 𝑁 (right). 

 

In order to study the performance of transformed Newton’s enhanced by fixed-point iteration when 

applied to highly nonlinear problems, we gradually increase the parameter 𝐵, the numerical results 

are shown in Figure 2-Figure 6. As can be seen from these graphs, all three methods lead to 

numerical results perfectly matching with the exact solutions. The implementation of Fixed-point 

Transform method to our scalar nonlinear equation brings us incredible improvements. Notably, 

the improvement of decreasing the nonlinearity using Fixed-point Transform method is even 

greater than the Transform method. It can also be noted that when 𝐵 = 40 the Newton-Raphson 

method needs a number of iterations that is significantly higher than for Transform and Fixed-

point Transform. If we rise the degree of nonlinearity to B = 60 or B = 80, the numbers of iterations 

using the Newton’s and Transform method increase accordingly, whereas the convergence of 

Fixed-point Transform remains nearly constant (around 35 or 36 iterations). On the other hand, 

another significant advantage of using the Fixed-point Transform method is that the number of 

iterations to converge is deeply smaller than for Newton’s and better than Transform method when 

we increase the force increment Δ𝐹 from 20 to 35. In a nutshell, for the scalar nonlinear equation 

under consideration the enhancement of Transform method by Fixed-point iteration does not 

increase the computational cost in each force increment step. 
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4.2 Two degree of freedom problem 

 

Again, following the Crisfield truss-element method, we proceed the same procedure as used in 

subsection 4.1 to obtain the stiffness matrix  
2 2

1 1 2 2 1 1 2 2

2 2

1 1 2 2 1 1 2 2

5.1 4.89 9.78 1.63 63.5 9.78 3.26 1.7 5.1
.

9.78 3.26 1.7 5.1 1.7 1.63 29.34 4.89 29.34

e e e

geo mat

u u u u u u u u

u u u u u u u u

 + + + + + + +
= + =  

+ + + + + + + 
K K K

Combining the internal forces inside of two bars and the soft tissue spring leads to the total internal 

force as follows 
2 3 2 2

1 1 1 1 2 1 2 2 2

int 2 2 2 3

1 1 1 2 1 2 2 2 2

63.5 2.55 1.63 9.78 1.63 5.1 0.85
.

5.1 4.98 1.7 1.63 29.34 14.67 1.63 S

u u u u u u u u u

u u u u u u u u u F

 + + + + + +
=  

+ + + + + + + 
F  

 

 
Figure 7. 2DOF (𝐵 = 10, Δ𝐹 = 20 𝑁): Equilibrium path (left) and No. of iterations (right). 

 

 
Figure 8. 2DOF (𝐵 = 30, Δ𝐹 = 20 𝑁): Equilibrium path (left) and No. of iterations (right). 
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Figure 9. 2DOF (𝐵 = 50, Δ𝐹 = 20 𝑁): Equilibrium path (left) and No. of iterations (right). 

 

 
Figure 10. 2DOF (𝐵 = 50, Δ𝐹 = 300 𝑁):  

Equilibrium path (left) and No. of iterations (right). 

 

 
Figure 11. 2DOF (𝐵 = 50, Δ𝐹 = 320 𝑁):  

Equilibrium path (left) and No. of iterations (right). 
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Figure 12. 2DOF (𝐵 = 50, Δ𝐹 = 340 𝑁):  

Equilibrium path (left) and No. of iterations (right). 

 

Both Transform and Fixed-point Transform methods work perfectly as shown in Figure 7-Figure 

9, the results fit the exact equilibrium paths, the number of iterations to converge of Fixed-point 

Transform method is lower than those of Transform method.  The extension of Fixed-point 

Transform method to vector nonlinear equations shows that the convergence improved 

significantly when increasing force increment to a certain high value, e.g. Δ𝐹 = 300 N, whereas 

Transform method diverges (noted that: the horizontal line describes the number of iterations 

corresponding to external force remain constant which means that it diverges). In other words, the 

Fixed-point Transform method allows us to increase the permissible load step size (Figure 10-

Figure 12). One drawback of Fixed-point Transform method is that it slightly increases the 

computational cost of each iteration since it needs the second derivative. However, the 

development of newer methods based on symbolic computation and automatic differentiation, this 

limitation is becoming less important.  

 

5 Conclusion 

Nonlinear solvers based on the classical Newton’s method to find roots of equations are at the 

heart of computational science. The combination of fixed-point iteration and the transform 

Newton’s method presented in this work, which results in improving the quality of the initial guess 

and decreasing the nonlinearity, provides an efficient technique to deal with highly nonlinear 

problems. This approach is simple in implementation and can be easily integrated into any 

nonlinear finite element solvers. Hence, it has the potential of attracting the interest of the 

community of scientific computing to fully explore its capacities in solving highly nonlinear 

problems with various materials and structures. 
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Abstract
Impact and dynamic fracture behavior studies in the structures always hold importance in
many areas of science and everyday phenomenon. A process of fracture phenomenon and
mechanics of blunt-shaped projectile moving at a high impact velocity will result in
fragmentation due to dynamic stress loading also known as the classical Taylor rod impact
problem. The present investigation demonstrates the deformation behavior of the flat-faced
Taylor rod using different “Direct Integration Schemes” viz. Single/Multi step Houbolt,
Newmark beta, Generalized Alpha, etc. under implicit transient dynamic operator and central
difference under explicit operator. The finite element analysis is performed using MSC Marc
Mentat™. It is further added the plasticity model is incorporated as a Fortran routine in MSC
Marc. It is found that instability in the algorithm and irregular deformation can occur using
the Newmark Beta scheme. It is also found that the results can be overpredicted using a multi-
step Houbolt operator due to high numerical dissipation and the Generalized-alpha method
has been presented as an unconditionally stable that allows controllable numerical dissipation
and the deformation consistent with experimental results.
Keywords: Computational Mechanics, Finite Element Analysis, Dynamic transient operators,
Taylor Rod, Newmark Beta, Houbolt, Generalized Alpha.

Introduction

In the Taylor Rod impact problem, a flat deformable projectile is fired against a fixed rigid
target. The experiment is generally used to determine the dynamic yield stresses in the
material. It is also performed to validate the constitutive model by comparing the numerical
model with the experiments. Taylor [1] was the first researcher who analytically determined
the dynamic yield stress by firing the blunt-nosed deformable projectile against the rigid wall.
In the study, the mechanical response was determined for the problem involving large plastic
deformations, high strain rate, and elevated temperatures. The mathematical model is
generally formulated using equations of motion and these equations are solved with the finite
element technique (FE) to obtain the solution. The FE formulation of the equation of motion
for a dynamic system will result in the ordinary differential equations. A few numerical
procedures are available in the literature to solve such coupled differential equations [2]-[7].
The solution is obtained by discretization of the time variable in time intervals. The various
functions are assumed to predict the variation in displacement, velocity, and acceleration. The
dynamic equilibrium is obtained in the discrete-time increment. So, the numerical methods
generally used for solving governing equations of a dynamic system are known as direct
integration numerical procedures. Direct integration can be performed in two different ways
(Explicit and Implicit). In the explicit integration scheme, the current configuration (t) of the
body is known and used to predict the deformed configuration at a time ( � ◰� � ), In the
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implicit integration scheme, the current configuration and the deformed configuration or the
dynamic states at both time intervals t and � ◰� � are required to obtain the solution. In the
finite element simulations, the dynamic state at deformed configuration is obtained by the
iterative scheme. This procedure is for both linear and nonlinear problems and includes
geometric, material, and boundary nonlinearities. The stability and accuracy of the direct
integration schemes are determined by the quality of the solutions like in a conditionally
stable method the error remains within the prescribed tolerance. The direct integration
schemes are in general imprecise. Each integration scheme has various problems like the
high-frequency numerical dissipation improves the overall convergence but an uncontrollable
numerical dissipation in high-frequency modes can damp out the response in low-frequency
mode, but it overall reduces the quality by incorporating the excessive artificial numerical
damping in the system.

Woodward et al. [8] performed the two-dimensional axisymmetric finite element simulation
and predicted the failure mechanics using an explicit time integration scheme. Worwick et al.
[9] analyzed the initiation and propagation of voids in brass. The 2D axis-symmetric analysis
was performed using an explicit time integration scheme. Addessio et al. [10] performed the
Taylor rod impact simulation using an explicit finite element solver and analyzed the
evolution of confined fracture during an impact test. Celentano et al. [11] analyzed the
coupled thermomechanical analysis of the Taylor rod. The integration of the time derivative
terms was performed using Hilber- Hughes-Taylor (HHT) method. The parameters were
chosen using the midpoint rule algorithm. The results were compared with the experimental
literature available. Teng et al. [12] determined the fracture patterns in the Taylor rod at the
velocity of 600 m/sec. An explicit integration scheme was used to determine the dynamic
behavior and fracture pattern. Bao and Wierzbicki [13] analyzed the failure of the target
material impacted by a blunt-shaped projectile. The dynamic equations are solved using an
explicit time integration scheme. The analysis also suggested that the damage increment is
computed only when the triaxiality is greater than -1/3 or, the material is under the tensile
loading. This phenomenon has also been introduced in the present study in both implicit and
explicit integration schemes. Gautam et al. [14]-[16] predicted the ductile fracture in the
Taylor rod impact problem. In the study, Newmark’s algorithm is implemented for the
implicit integration scheme and algorithmic damping was introduced so to maintain the
stability of the solution and to improve the overall response of the system. Rathore et al. [17]
analyzed the impact phenomenon by comparing the effect of contact constraints on the overall
failure of the target body. In the study, two contact constraints were compared. The dynamic
equations were solved using the Newmark integration scheme. Xiao et al. [18] determined the
effect of lode parameters in the fracture pattern of the Aluminum alloy Taylor rods. In the
analysis, an explicit time integration scheme was implemented to determine the effect of lode
angle in the Taylor rod.

It is known that the deformation in the Taylor rod will happen if it impacts the rigid surface at
a high velocity. The deformation behavior will depend upon the formulated mathematical
model as well as the solution techniques used to solve the model. It will also depend upon the
assumed displacement field and the choice of the direct integration schemes in the simulation.
Studies are available in the literature which analyze the deformation and fracture behavior of
the Taylor rod. Most of the studies used explicit time integration schemes to solve the
response of the dynamic system [10] [12] 13] [18]. A very few studies were found in the
literature which used the implicit time integration schemes [11] [14-16]. Although, the
number of schemes is available and used by the researchers to predict the response of the
dynamic system, the effect of different numerical integration schemes on the deformation,
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mushrooming and stress distribution in the Taylor rod test appears to be lacking in the
literature. So, the objective of the present study is to formulate the finite element model and
analyze the deformation in the Taylor rod impact problem using different dynamic transient
operators. The investigation will demonstrate the deformation behavior of the flat-faced
Taylor rod using different direct integration schemes (Single/Multi step Houbolt, Newmark
beta, Generalized Alpha) under an implicit transient dynamic operator. The effect of the
Explicit time integration schemes on the deformation behavior has also been analyzed in the
present study.

Finite element modeling

Computational model

In the classical Taylor rod impact problem, the flat-nosed projectile is impacted onto a rigid
surface. The cylindrical projectile geometric dimensions are presented in Fig. 1. The material
parameters are presented in Table 1. The friction coefficient is assumed to be 0.1. Different
implicit and explicit direct integration schemes are used to simulate the deformations and
fracture pattern of the Taylor rod. The contact between two surfaces is implemented using
node to contact segment [17]. The iterative penetration algorithm available MSC Marc
Mentat™ [20] is applied to avoid penetration during the impact process. The one-fourth finite
element model is simulated using eight noded, brick elements with reduced integration due to
symmetry.

Fig.1 (a). Schematic of Taylor rod impact problem. (b). Finite Element Model of the Taylor
rod impact problem.

A fine mesh is modeled in the front part as it involves high deformation and non-linear
behavior. It is also expected that the failure will initiate from the front portion of the Taylor
rod, therefore, number of elements in the front portion is more as compared to the rear portion
of the Taylor rod.
The projectile velocity is taken as 400 m/sec in the simulation to capture the fracture
deformation of the Taylor rod. The target is assumed to be much stiffer as compared to the
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projectile The projectile rebounds back from the rigid surface after the completion of the
impact process.

Material Constitutive Model

The Johnson-Cook (JC) material model is implemented in the MSC Marc Mentat™ in all the
direct integration schemes. In the model, the dynamic equivalent stress depends upon the
equivalent plastic strain, equivalent plastic strain rate, and temperature. The material is
assumed to be elastic up to the initial yield of the material then behaves according to the
following relation of the JC plasticity model [21].

   *
0

1 ln 1
n mp

eqA B C T 


                   




(1)

where σ is the equivalent stress, p
eq is the equivalent plastic strain, A, B, n, C and m are the

constants, o is the reference strain rate and T* is expressed as
* r

m r

T T
T

T T





in which Tr and Tm are reference temperature and melting point temperatures. The first
bracket represents the quasi-static stress-strain relationship at room temperature, the second
term represents the strain-rate hardening, the third term represents the effect of temperature on
the plastic behavior of the material. The JC plasticity parameters for the mild steel are listed in
Table 1.

Formulation of Direct Integration Schemes

The dynamic equation of motion for the structural analysis is

Ma◰ Cv ◰ Ku = F (2)

where M represents the mass matrix, C is the damping matrix and K is the stiffness matrix.
The acceleration is represented by “a”, “v” is the velocity, “u” is the displacement and F is the
external force vector. There are different integration schemes available in the literature to
integrate the equation of motions and to obtain the dynamic response of the system.

Newmark-beta operator
The general form of Newmark beta is represented as [20]

Property Notations Value
Young’s modulus E (N/m2) 203 x 109
Poisson’s ratio υ 0.33
Density ρ 7850
Initial yield A (N/m2) 304.330 x106
Strain hardening constant B (N/m2) 422.007 x 106
Strain hardening exponent n 0.345
Viscous effect C 0.0156
Thermal softening constant m 0.87
Reference strain rate ε0 0.0001s-1
Melting temperature θmelt (K) 1800
Transition temperature θtransition (K) 293

Table 1. Material parameters for the mild steel [19]
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un◰1 = un ◰ ∆tvn ◰ 1
2
− ∆t2an ◰∆t2an◰1 (3)

The superscript n represents the nth finite time increment. u is the displacement; v is velocity
and a is acceleration.

vn◰1 = vn ◰ 1− ϒ ∆tan ◰ ϒ∆tan◰1 (4)

If γ = ½, ß = ¼

The equations become

4
∆t2
M◰ 2

∆t
C ◰ K ∆u = Fn◰1 − Rn ◰M an ◰ 4

∆t
vn ◰ Cvn (5)

where R is the internal force.

R = T�
v
σdv

After solving the equations implicitly, the solution of the dynamic system becomes
un◰1 = un ◰ ∆u (6)

Houbolt operator
The velocity and acceleration functions of the Houbolt operator are detailed. The Houbolt
operator [20] uses the last three values and by cubic fitting obtain the following expression:

For velocity
vn◰1 = ( 11

6
un◰1 − 3un ◰ 3

2
un−1 − 1

3
un−2)/∆t (7)

For acceleration
an◰1 = (2un◰1 − 5un ◰ 4un−1 − un−2)/∆t2 (8)

By substituting this expression in the equations of motion

2
∆t2
M◰ 11

6∆t
C ◰ K ∆u = Fn◰1 − Rn ◰ 1

∆t2
3un − 4un−1 ◰ un−2 M◰ 1

∆t
7
6
un − 3

2
un−1 ◰

1
3
un−2 C (9)

By solving the equation implicitly and Δu is obtained by using the value from the previous
two increments.

Single-Step Houbolt operator
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In comparison to the standard Houbolt operator, the single-step Houbolt operator contain few
terms related to the beginning of the increment. [20]

m1Man◰1 ◰ c1Cvn◰1 ◰ k1Kun◰1 ◰ mMan ◰ cCvn ◰ kKun = f1Fn◰1 ◰ afFn

un◰1 = un ◰ ∆tvn ◰∆t2an ◰ 1∆t2an◰1

vn◰1 = vn ◰ ϒ∆tan ◰ ϒ1∆tan◰1 (10)

To solve the equations few assumptions were made to reduce all the unknown parameters into
two.

' ' 1 10, , , 1/ 2, 1/ 2k m k              

2 1 1 2 1 1(2 ') 4( ') , (2 3 ') 4( ) , ,c c f k f k                  (11)

Later based on the Taylor series expansion of the displacement function.

' 1 2  

 1 2 1 2 '  

By substituting the velocity and acceleration functions into the equilibrium equations will
result in the following simplified form

1

1∆t2k1
M◰ c1ϒ1

1∆tk1
C ◰ K ∆u = Fn◰1 − Kun ◰ 1

1∆t2k1
M ∆tvn ◰∆t2an − m

k1
Man −

c1

k1
C vn ◰ ϒ∆tan − ϒ1

1∆t
∆tvn ◰∆t2an − c

k1
Cvn (12)

After solving the equations implicitly, the solution of the dynamic system becomes
un◰1 = un ◰ ∆u

Generalized Alpha Operator

From the equations of motion, the equilibrium equations for the generalized alpha can be
expressed in the form [20]

Ma
n◰1◰m ◰ Cv

n◰1◰f ◰ Ku
n◰1◰f = Fn◰1◰f

where

un◰1◰f = 1◰ f un◰1 − fun

vn◰1◰f = 1◰ f vn◰1 − fvn
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an◰1◰m = 1◰ m an◰1 − man (13)

The displacement and velocity functions are similar to the Newmark’s functions:

un◰1 = un ◰ ∆tvn ◰
1
2
− ∆t2an ◰∆t2an◰1

vn◰1 = vn ◰ 1− ϒ ∆tan ◰ ϒ∆tan◰1 (14)

As shown in the literature, the optimized values for the parameters β and γ are related by the
following expressions.

 =
1
4
(1 ◰ m − f)2

ϒ = 1
2
◰ m − f (15)

If the values for the αf and αm are set to zero, then the Generalized alpha equations become
equivalent to the Newmark-beta scheme. If the values are varied from αm = 0 and -0.33 ≤ αf
≤.0 then the equations become equivalent to HHT method and if the values for the parameters
varied from αf = 0 and 0 ≤ αm ≤.1, it gives rise to the WBZ method. The values of αf and αm
are related to the behavior of the dynamic system. These parameters are also used to restrict
numerical dissipation. Numerical dissipation is related inversely to the spectral radius. The
values of αf and αm in the MSC Marc Mentat™ FE package can be varied in terms of spectral
radius. The relations between the spectral radius and αf and αm are presented as:

f =−
S

1 ◰ S

m = 1−2S
1◰S

(16)

Central Difference Operator

In the central difference operator, the displacement is assumed to vary quadratically over the
finite time interval. The following equations are used to describe the variation of displacement
over time.

an = (vn◰
1
2 − vn−

1
2)/(∆t)

vn = (un◰
1
2 − un−

1
2)/(∆t)

an = (∆un◰1 − ∆un)/(∆t2) (17)

where the incremental displacement is,

∆un = un − un−1

M
∆t2
∆un◰1 = Fn − Rn ◰ M

∆t2
∆un (18)
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In the explicit central difference operator, the inverse operation of the matrix is not involved
in the explicit analysis.

Results and Discussions

The 3D, high-velocity large deformation analysis of the Taylor test is performed. The constant
material properties are assumed in the analysis. The finite element formulation is validated
with experimental and numerical results of Celentano et al [11]. It is observed that after
impact, the stress wave travel from the outer edge of the projectile towards the central axis of
the projectile. Initial elastic wave followed by the plastic wave evolved during the impact in
the initial stages using all the direct integration schemes. Initially, i.e., before 2 µs of the
impact, mushroom-like deformation of the projectile is observed in the cylinder. Later, the
material at the center of the impacting cylinder rebounds in-between 2 to 5µs while the outer
edge of the cylinder remains in contact with the target in all the different integration schemes.
The deformation process using different integration schemes has been presented in Fig. 3 at
different time intervals. This observation of deformation is consistent with Celentano [11].
The stress at the outer surface grows at a higher rate as compared to the central axis of the
cylinder due to the large deformation at the outer edge. The von Mises stress contours at
different time intervals using different integration schemes have been presented in Figs. 3, 4,
and 5. Initially, the standard values of the direct integration schemes have been chosen while
analyzing the effect of different integration schemes on the deformation process. The standard
values have been taken from the literature. Then these constant values have been varied within
well-defined ranges reported in the literature. The overall effect of the variation of the
constant parameters on the deformation process of the Taylor rod has also been presented in
the following sections. Six different types of dynamic operators (Explicit, Newmark-Beta
operator, Wood-Bossak-Zienkiewicz (WBZ)-α modification, Generalized Alpha, multistep
Houbolt operator, and the single-step Houbolt operator) are used to analyze the effect of
different dynamic operators on the deformation process of the Taylor rod impact problem.
Different constant values for these dynamic operators are used in the present work as
recommended in the literature. The different values used are presented in Table 2. There are
no parameters in the Explicit and Multistep Houbolt operators. The response of the solution
depends upon the time step in the case of the multistep Houbolt operator and independent in
the Explicit operator.

Validations

The impact test of the flat-ended cylindrical projectile against the rigid wall is performed and
validated with the literature available [11]. Figure 1 represents the initial geometry of the
projectile. The material properties are taken from the literature [11] for validation. Due to

Dynamic Operator Constant Parameter 1 Constant Parameter2
1 Newmark-Beta β = 0.5 γ = 0.9142
2 WBZ αf= 0 0 ≤ αm≤.1 αm = 0.5
3 Genralized aplha Spectral Radius 0, αf= 0 0 ≤ αm≤.1, αm= 1
4 Multistep Houbolt Time step 5e-9 nil
5 Single Step Houbolt γ' = 1.5 γ =-0.5
6 Explicit Time step 4e-9 nil

Table 2 The constant parameters in different dynamic transient operators
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Figure 2. The variation of different characteristics with velocity.

symmetry of the problem, only one-fourth model is considered for the analysis. The heat
transfer to the surrounding environment is assumed to be negligible because of the short
duration of impact. The predicted result in Fig. 2 is consistent with the literature [11].

Deformation pattern in Taylor rod

The von-Mises stress distribution at three different time intervals has been presented in the
section. The first-time interval represents the stress distribution during the mushrooming
process just after the initiation of the impact process and at the starting time of the lifting of
the central axis reported in the study [16]. The second time step is chosen when the central
axis again comes in contact with the target i.e., around 5 to 7 µs. The overall effect of the
different integration schemes on the jump of the central point has also been presented in the
present study.
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The third time step is chosen at the end of the analysis where the analysis failed to converge to
the required tolerance.

At the initial time interval (The starting time of the jump at the central axis)
In Fig 3. (a), the stress contours are obtained by solving the dynamic equations explicitly. The
constant time steps are used in the explicit dynamic operator as there is no need for an
adaptive time step during the analysis. The initial time step is 1.6 µs when the central point
starts to rebound. In the explicit dynamic operator, the central point of the projectile does not
rebound back as compared to other implicit schemes in which the central point starts lifting at
a time

(a) Explicit Dynamic (b) Newmark-Beta. (c) Generalized alpha

(d) Multi-step Houbolt (e) Single step Houbolt
Fig 3. The von-mises stress contours at the initial time step of 1.6 µs.
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(a) Explicit Dynamic (b) Newmark-Beta. (c) Generalized alpha

(d) Multi-step Houbolt (e) Single step Houbolt
Fig 4. The von-mises stress contours at the initial time step of 3.0 µs.

i.e., around 1.68 µs. The stress in the case of explicit dynamics is around 827 MPa. In Fig.
3(b), the solution is achieved by solving the Newmark-beta integration scheme. The stress
distribution generated during the analysis is higher as compared to other solutions at the outer
periphery of the rod. It happens because the outer edge bulges out after the initial stages of the
impact. The lifting of the central point of the rod initiates at 1.60 µs. The Newmark dynamic
operator at this initial stage is unconditionally stable with no numerical damping. In Fig 3(c),
the stress distribution is obtained by solving equations using the second-order algorithm
generalized alpha method. The maximum stress obtained by generalized alpha is around
850~MPa, which is consistent with the previous two distributions. The jump occurs at the
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central axis at around 1.6 µs. The single-step Houbolt algorithm can be treated as special
cases of generalized-alpha algorithm. The stress distribution obtained in Fig. 3(e) by the
single-step Houbolt algorithm is exactly similar due to the generalized-alpha distribution. The
single-step generalized alphanumerical dissipation is controlled by two constant parameters αf
and αm or by spectral radius. The generalized-alpha algorithm constant parameters comprise a
number of other time integration algorithm. The equations which are solved using the
generalized-alpha method αf = 0 and αm= 1 or spectral radius 0 are exactly similar to the stress
distribution obtained by the single-step Houbolt algorithm. In Fig. 3(d) the stress distribution
is obtained by solving time integrals by multistep Houbolt algorithm. The maximum stress

(a) Explicit Dynamic (b) Newmark-Beta. (c) Generalized alpha

(d) Multi-step Houbolt (e) Single step Houbolt
Fig 5. The von-mises stress contours at the initial time step of 3.0 µs.
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obtained is 850~MPa at the periphery of the outer edge of the Taylor rod while in other cases
the maximum stress generated a little closer than the boundary of the Taylor rod. The jump at
the central axis has not been observed in this case.

At the intermediate time interval (When the jump achieves the maximum
distance at the central axis)
To analyze the effect of different time integration schemes on the stress distribution and the
deformation behavior of the impact problem, it has become necessary to analyze the
deformation/stress contour at different time intervals. The intermediate time interval in the
present study is taken when the jump of the central point of the projectile achieves the
maximum value. In the three integration schemes, the central point achieves maximum height
at the time step of around 3.0 µs. As discussed in the previous section, in the explicit time
integrations scheme there is no jump at the central axis of the projectile. The projectile
remains in contact with the rigid target at the central point throughout the analysis as shown in
Fig. 4(a). The outer edge of the projectile also remains in contact with the target. The
deformation in the outer mushroomed part of the projectile is not similar to the deformation
shown by Teng et al. [12]. The stress distribution is consistent with the literature, but the
deformation pattern is not consistent. In the Newmark-beta algorithm the center portion lifts
to 0.3 mm at 3.0 µs. The jump of the central portion is maximum as compared to other
integration schemes. This represents the larger deformation of the projectile than the usual as
shown in Fig. 4(b). For the Newmark integration operator, this will generate the requirement
for the numerical damping to exclude the unnecessary numerical dissipation during the
analysis.
The jump in the generalized-alpha scheme as well as in the single-step Houbolt operator as
discussed earlier exhibits the same behavior as 0.2 mm while the jump in the multistep
Houbolt operator has not been observed. The jump is considered to be an important factor in
determining the stress and fracture pattern in the Taylor rod. When the jump-starts the
triaxiality in the rod become positive which will in return increases the damage at the central
axis of the rod. But the larger value of the jump in the case of the Newmark integration
scheme is due to the uncontrolled numerical dissipation. The analysis will fail to achieve the
required convergence in the later stages if the numerical dissipation is not controlled at the
initial stages.

At the last time interval (Timestep where analysis failed to achieve the
convergence)
In the last time step, the analysis is failed to achieve the required convergence. The maximum
value of the stress in the explicit analysis is 550 MPa around the periphery of the projectile as
shown in Fig. 5(a). The outer edge of the projectile lifts and this portion provide less
resistance to the deformation as compared to the portion at the central axis or along the length
of the rod. The stress distribution is nonlinear, generating the non-uniform stress distribution
around the periphery of the rod as shown in Fig. 5(a). The analysis failed to achieve the
required convergence at 7.0 µs. In the explicit dynamic integration, due to high-frequency
dissipation, the excessive numerical damping has been introduced by the algorithm. This is
the most likely reason for the response and non-occurrence of the jump in the rod using the
dynamic operator. In Fig 5(b), the analysis failed to achieve the required convergence at 4.0
µs. The default parameters for the Newmark beta operators are β = 0.25 and γ = 0.5 as
recommended by the literature failed to achieve the balance within 1 µs. The Newmark beta
scheme implemented in the MSC Marc Mentat™ is not consistent with the default parameters.
In the second study, the default parameters have been varied to β = 0.5 and γ = 0.9142. Using
the Newmark integration scheme, the maximum time achieved by the analysis is 4.0 µs. The
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stress contours are consistent with other integration schemes, but the analysis failed to achieve
the prescribed tolerance. But the jump of the central point is also overpredicted, which
represents the excessive numerical dissipation. In the study [16], the Newmark time
integration scheme has been implemented to simulate the behavior of the Taylor rod impact
problem. The algorithmic damping has been introduced in the study to analyze the Taylor rod
impact problem. In the Newmark integration scheme, the incremental time is inversely
proportional to the displacement and acceleration distribution. So, the dependence on the
incremental time step leads to the instability of the structure. In Fig. 5(c), the analysis failed to
converge up to the required tolerance at the time interval of 15 µs. The stress distribution is
consistent with the literature. The maximum stress of 700 MPa is generated at the outer
periphery of the projectile above the petal as shown in Fig. 5(c). The jump at the central point
is also validated with the literature. The maximum von Mises stress is achieved at the central
axis above the central point of the projectile. In Fig. 5(d), the stress distribution is similar to
the Explicit dynamic analysis. The central axis as well as the outer periphery of the projectile
remain in contact with the target throughout the analysis. No jump of the central axis has been
observed using the multistep step Houbolt operator. In the multi-step Houbolt operator, the
incremental time step is fixed during the analysis. The maximum stress in generated at the
central axis as well at the outer periphery of the projectile. The stress is relieved as the outer
edge of the rod lifts at the end of the analysis. As compared to the single-step Houbolt
operator the multistep step Houbolt cannot be used with the adaptive time steeping which is
necessary to capture the phenomenon of the impact process.

Conclusions

The numerical study of the Taylor rod has been performed to analyze the effect of different
time integration schemes on the overall deformation behavior of the Taylor rod. The finite
element method using MSC Marc Mentat™ is employed for this purpose. The triaxiality
effect, Johnson-Cook plasticity, and stiffness reduction had been introduced in the study
through an external Fortran-based user subroutine. The numerical results are validated with
the experimental results. The effect of different integration schemes on the von-Mises stress
distribution had particularly been discussed in the present work. The following conclusions
have been drawn:

 The Explicit and Multi-step Houbolt operators coded in FE code MSC Marc Mentat™
are not able to capture the exact deformation in the Taylor rod impact test. The jump
of the central point in the Taylor rod has not been observed in the aforementioned
operators.

 In Explicit and Multistep Houbolt operators the central axis, as well as the outer edge
of the rod remains in contact with the rigid wall throughout the analysis. The

 The Newmark-Beta operator in FE code MSC Marc Mentat™ overpredicts the
deformation in the rod.

 The Newmark-beta operator exhibits excessive numerical dissipation. This results in
the loss of accuracy, and this is the most likely reason for the overprediction of the
deformation in Newmark integration.

 The WBZ time integration scheme can be treated as a special case of the single-step
Houbolt operator and with parameters αf = 0 and αm = 0 the deformation is exactly
similar to the Newmark-Beta integration scheme. If the parameters are fixed at αf = 0
and αm= 0, the deformation is exactly similar with the single-step Houbolt scheme.
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 The Generalized-alpha method is the most suitable operator time integration operator
to capture the exact deformation and stress distribution in the Taylor rod impact
problem.
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Abstract 

In order to analyze the settlement and energy dissipation characteristics of ballast under cyclic 

load, the box test of ballast under cyclic loading was carried out by using hydraulic servo fatigue 

machine, and the settlement law of ballast was obtained. In addition, the discrete element 

method simulation is used to simulate the test of ballast box. On this basis, the settlement law 

of ballast under different loading conditions is analyzed, and the change law of ballast energy 

in the process of cyclic loading and unloading is also analyzed. The results show that the 

settlement of sleeper under cyclic load can be divided into two stages, the first is the rapid 

settlement stage, after a period of circulation into the stable settlement stage. The discrete 

element simulation method can be used to simulate the box test, and this numerical simulation 

method can also be used to analyze the mesoscopic characteristics of ballast. Both friction 

coefficient and damping ratio have effects on the settlement and energy dissipation of the 

ballasted track. The larger the coefficient of friction, the smaller the settlement of the sleeper, 

which is due to the larger the coefficient of friction, the more likely the interlocking between 

the particles is to occur. But for the damping ratio, there is a different rule. Although the greater 

the damping ratio, the greater the sleeper settlement, but when the damping ratio is 0.2 rather 

than 0, the settlement is minimum. When the damping is large, the damping consumes more 

energy. However, the friction coefficient also has an effect on the damping energy consumption. 

Under the same damping ratio, the smaller the friction coefficient is, the greater the damping 

energy consumption will be. The damping energy consumption increases linearly with the 

increase of loading times. For the total friction energy consumption, it does not mean that the 

greater the friction coefficient, the greater the energy consumption. This may be because a 

higher coefficient of friction may make it more difficult for particles to slide relatively to each 

other and between particles and walls. 

Key words 

Ballasted track, box test, discrete element method, settlement, energy dissipation  

Introduction 

Ballasted track is a very common kind of track form in the world at present. The track bed part 

is composed of a certain gradation of gravel ballast. It has a strong dispersive nature, so it is 

difficult to use the traditional finite element method to analyze its mechanical characteristics. 

At present, many scholars use experiment and discrete element method to study ballast track. 

ICCM2021, July 4th-8th 2021

251

mailto:ztqljs1994@hotmail.com


In the aspect of the research on the modeling of the micro scale discrete element of ballast 

particles. Professor Powrie's research group uses the approximate polyhedral particle modeling 

method. Ahmed et al. [1] calibrated the contact parameters of ballast through the indoor triaxial 

static compression test, and analyzed the effects of strain rate, damping coefficient, contact 

stiffness and contact friction coefficient on the simulation results. On this basis, Harkness et al. 

[2] improved the Hertz contact model for solving the contact force between ballast particles, 

proposed a cone-shaped damage model considering the contact wear of particle surface to 

simulate the change of particle contact stiffness, and adopted the friction coefficient related to 

the contact normal force. The research team of Professor McDowell at the University of 

Nottingham in the UK has also constructed cluster particle simulation ballast. Lu and McDowell 

[3], [4] used spherical particles and cluster particles composed of eight spherical particles to 

simulate their compression test of a ballast box.  

In addition, many researchers are concerned about energy dissipation mechanism of particle 

damping and granular matter. Cempel and Lotz [5] investigated the damping performance of 

particle dampers and found that the energy dissipation is related to the impacts between particles 

or particles and the wall of the container and the friction between them. Mao et al. [6] utilized 

a 3D discrete element method to simulate the particle dampers and showed that the particle 

damping is a combination of the impact and the friction damping. Xu et al. [7] and Lu et al. [8], 

[9] found that energy dissipation mechanisms of particle damping are primarily related to 

friction and impact phenomena.  

Based on the mechanics of granular materials and the thermodynamics of continuous media, 

Kong Liang [10] studied the macro and micro research ideas of the constitutive model of rock 

and soil, and drew the conclusion that the energy dissipation is caused by particle breakage, 

particle rotation, rolling and sliding. Yang Yugui et al. [11] analyzed the energy characteristics 

of the typical frozen silt through the stress-strain curve of loading and unloading in the triaxial 

test, but in the indoor test, the method of loading and unloading cannot achieve the fine statistics 

of energy in the meso level.  

To sum up, the current research on ballast track mainly adopts experiments and discrete element 

method to study the mechanical characteristics, but the research on the settlement 

characteristics and energy dissipation characteristics of ballast under cyclic loading is relatively 

limited, and the energy dissipation law of ballast as a kind of discrete material under load is 

worth studying. Therefore, this paper is based on the ballast box test under cyclic load, using 

the method of combining test and numerical simulation, analysis of the settlement and energy 

dissipation law of your majesty ballast under cyclic load. 

1 Box test  

In the box test, one 650 * 500 * 550mm ballast box is used to observe the mechanical 

characteristics of ballast particles under cyclic load. The blue rectangle in the Fig. 1 is the range 

of the study area, which is located directly under the rail. 
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Figure 1. Study area 

The box test is shown in Fig. 2. The ballasts used in the box test are in accordance with the 

industry standard TB/T2140-2008 "railway ballast" in the provisions of the super-grade ballast 

requirements, as shown in Table 1. 

Table 1. Particle grading 

Side length of 

square sieve (mm) 
 22.5 31.5 40.0 50.0 63.0 

Percentage passing 

mass (%) 

Standard specification  0~3 1~25 30~65 70~90 100 

Box test 1 20 50 80 100 

 

The cyclic load is with the frequency of 5Hz and the amplitude of 70kN and loading for a total 

of 1200 cycles. The ballast particles will be constantly squeezed, collided and rubbed, and the 

lateral box will move accordingly, due to the effect of external load. The signal of sleeper 

vertical displacement is collected to the data acquisition system during this process. 

 

Figure 2. The box test 

2 DEM simulation of box test 

The settlement characteristics of ballast under cyclic load can be obtained through box test, but 

it is difficult to obtain some meso-parameters directly, so discrete element software is used to 

simulate it. According to the previous studies [12], the boundary effect of the container could 

be ignored if the size of the container is 8 times greater than the average particle size. The 

minimum length of the container is more than times the average particle size in this paper, 

which is less than 50mm, so the influence of the boundary effect could be ignored. 

2.1 The model parameters 
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Table 2 shows the parameters used in the numerical simulation in the paper. After several trial 

calculations in the early stage, the simulation results obtained by using the parameters shown 

in Table 2 are in accordance with the sleeper settlement law in the test. As shown in Fig. 3, 24 

kinds of ballast particles are simulated in accordance with the real ballast shapes used in the 

box test, and the gradation in Table 1 is adopted. A force loading board is used to simulate the 

sleeper. The left, right and bottom wall are used to simulate the box, and the wall is extended 

to avoid the ballast running out from the intersection.  

Table 2. Parameters of DEM modelling 

Parameter Value Parameter Value 

Normal contact stiffness of 

ballast(N·m-1) 

7.5×108 Normal contact stiffness of 

wall(N·m-1) 

1.2×109 

Tangential contact stiffness 

of ballast(N·m-1) 

6.5×108 Tangential contact stiffness of 

wall(N·m-1) 

1.2×109 

Loading particle 

density(kg·m-3) 

2.8×103 Ballast particle density 

(kg·m-3) 

2.7×103 

Friction coefficient  0.5 Local damping  0.05 

 

 

Figure 3. Simulation model 

2.2 Model validation 

 

a) Displacement of sleeper(test) 

 

b) Displacement of sleeper(simulation) 

box Ballast 

Force load board 
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Figure 4. Contrast between simulation results and test results 

Fig. 4 is the comparison between the simulation and test result. According to the comparison, 

the displacement trend of the sleeper under the cyclic load of the simulation result is consistent 

with the measured result, indicating that the DEM established in this paper could be used to 

simulate the box test of ballast under the cyclic load. 

2.3 The law of settlement 

Fig. 5 shows the settlement of sleeper with different contact friction coefficient (fric) and 

normal damping ratio (dp), as well as tangential damping ratio (ds). As can be seen from Fig. 

6, there are two main stages of sleeper settlement under cyclic load. At the beginning of the 

cycle, the settlement changes rapidly when the bed is subjected to cyclic load, but the settlement 

trend gradually slows down. After a certain number of cycles, the settlement of the bed tends 

to be stable. 

 

Figure 5. The settlement of sleeper 

In addition, it can also be seen that the settle of sleeper is smaller with larger friction coefficient 

because the larger the friction coefficient is, the more likely the interlocking between particles 

will occur. But for the damping ratio, there is a different rule. Although the bigger the damping 

ratio is, the more settlement of sleeper is, the settlement is smallest while the damping ratio is 

0.2 rather than 0.  

2.4 The law of energy evolution 

The influence of different friction coefficients and contact damping ratio of ballast under cyclic 

load on the total energy consumed by friction (Eslip) and energy consumed by particle contact 

damping (Edashpot) are mainly studied tin this paper. 
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Figure 6. The dissipation energy of contact damping 

Fig. 6 shows the dissipation energy of contact damping among ballasts. It can be seen that, the 

Edashpot is 0 while there is no damping among ballasts, which is obvious. When the damping 

is large, the damping consumes more energy. But the friction coefficient also has an effect on 

the damping energy dissipation. Specifically, in the case of the same damping ratio, the smaller 

the friction coefficient, the greater the damping energy consumption. This may lie in the smaller 

the friction coefficient, the ballasts are more likely to produce relative sliding under cyclic load, 

and leading to the greater the damping energy consumption. In addition, the damping energy 

consumption basically increases linearly with the increase of loading times, indicating that in 

the cyclic loading process, the damping energy consumption is basically the same in each cycle. 

 

Figure 7. The dissipation energy of contact friction 

Fig. 7 shows the dissipation energy of contact friction coefficient. It can be seen that the 

dissipation energy of contact friction experiences a very obvious increase stage at first 20 cycles, 

and then the increase rate slowed down and showed an almost linear trend.  

For the total friction energy consumption, when the friction coefficient is 0.65 and the contact 

damping ratio is 0.4, the total friction energy consumption is the maximum; when the friction 

coefficient is 0.5 and the contact damping ratio is 0, and when the friction coefficient is 0.65 

and the contact damping ratio is 0.2, the total friction energy consumption is the minimum. In 

other words, it's not that the greater the friction coefficient, the greater the energy consumption. 

This is because a higher coefficient of friction may make it more difficult for the particles to 
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slide relatively to each other and between the particles and the wall.  

Conclusion 

Based on the ballast box test under cyclic load and discrete element method simulation, the 

settlement law of sleeper and the change of ballast energy in the process of cyclic loading and 

unloading are analyzed, and the following conclusions are obtained : 

(1) Under cyclic loading and unloading conditions, sleeper settlement will occur because of the 

interaction between ballast. The settlement is mainly divided into two stages, the first is the 

rapid settlement stage, after a period of circulation, it goes into the stable settlement stage. 

(2) The discrete element method simulation can be used to simulate the box test, and the 

numerical simulation method can be used to analyze the mesoscopic characteristics of ballast. 

Both friction coefficient and damping ratio have effects on the settlement and energy dissipation 

of the ballasted track. The larger the coefficient of friction, the smaller the settling of the sleeper. 

It is due to the larger the coefficient of friction is, the more likely the interlocking between the 

particles is to occur. 

(3) But for the damping ratio, there are different laws. Although the greater the damping ratio, 

the greater the sleeper settlement, but while the damping ratio is 0.2 rather than 0, the settlement 

is minimum. When the damping is large, the damping consumes more energy. However, the 

friction coefficient also has an effect on the damping energy consumption. Under the same 

damping ratio, the smaller the friction coefficient is, the greater the damping energy 

consumption will be. The damping energy consumption increases linearly with the increase of 

loading times. 

(4) For the total friction energy consumption, it does not mean that the greater the friction 

coefficient, the greater the energy consumption. This may be because a higher coefficient of 

friction may make it more difficult for particles to slide relatively to each other and between 

particles and walls. 
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Abstract 

Compressible flow has complex structures of wide-range scales such as vortices, turbulence, 

shock waves and contact discontinuities. In order to accurately capture the small fluid structures 

and discontinuous solutions, low-dissipation schemes have been developed so far. Meanwhile, 

the improvement of computational power enables simulations with high grid resolution. As a 

result, numerical simulations with extremely low dissipation can be obtained. However, in such 

high-resolution numerical simulations, errors of floating-point arithmetic may be amplified and 

result in asymmetric solutions even the physical configurations are symmetric. In this study, 

we have thoroughly examined the causes of symmetry-breaking and proposed numerical 

techniques to completely eliminate the numerical errors for asymmetric solutions. 

 

Keywords: Computational Fluid Dynamics; Compressible Flow; High-resolution Simulation; 

Low-dissipation Scheme; Spatial Symmetry Preserving 

 

Introduction 

In the compressible flow, a wide-range of scale fluid structures such as vortices, turbulence, 

shock waves and contact discontinuities are generated simultaneously. Solving all of these 

structures with high accuracy is a challenging problem, and the high-resolution schemes has 

been developed for decades. Methods based on the Godunov-type finite volume method [1] 

have been widely studied since they satisfy the conservation law in principle. In finite volume 

method, the interpolation of the distribution of physical quantities, called spatial reconstruction, 

is an important factor in terms of the calculation accuracy. TVD (Total Variation Diminishing) 

schemes [2] including MUSCL (Monotone Upstream-centered Schemes for Conservation Law) 

scheme [3] preserves monotonicity and has a 2nd-order accuracy for smooth solutions by 

performing linear interpolation with a slope limiter. WENO (Weighted Essentially Non-

Oscillatory) schemes [4][5] achieve high-order accuracy for smooth solutions and avoid 

numerical oscillations near discontinuous solutions by weighting the smooth ones among 

multiple sub-stencils. While these schemes are currently the mainstream computational 

methods for compressible flows, they have large numerical dissipation error and are unable to 

accurately capture discontinuous solutions and small fluid structures. The low-dissipation 

property of the original linear scheme is lost due to the non-linear limiter, which is introduced 

to suppress the numerical oscillation in the vicinity of discontinuous solutions. 

 

BVD (Boundary Variation Diminishing) schemes [6]-[9] have been developed based on BVD 

principle of reducing the numerical dissipation term in the equation of approximate Riemann 
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solver. The first BVD scheme, BVD-WENO-THINC scheme [6], switches WENO scheme for 

smooth solutions and THINC (Tangent of Hyperbola for INterface Capturing) scheme for 

discontinuous solutions. THINC schemes [10]-[12] were originally developed for capturing 

moving interfaces and suitable for representing discontinuous physical distribution. The 

selection of the appropriate interpolation function is performed according to the BVD algorithm 

[6]. As a result, BVD-WENO-THINC scheme can capture the discontinuous solutions more 

accurately than WENO scheme. Furthermore, PnTm-BVD (polynomial of 𝑛-degree and THINC 

function of 𝑚-level reconstruction based on BVD algorithm) scheme [8][9] achieved arbitrarily 

high order accuracy ((𝑛 + 1)th-order) for smooth solutions, suppression of the numerical 

oscillations, and accurate capture of the discontinuous solutions without non-linear limiter. This 

scheme uses a 𝑛th-degree linear polynomial scheme and THINC schemes with 𝑚 different 

steepness parameters as the admissible interpolation functions and applies the BVD algorithm 

in 𝑚-stage. The numerical results of the PnTm-BVD scheme can resolve both smooth and 

discontinuous solutions with superior fidelity compared with other existing schemes. 

 

In practical applications, a computational scheme with sufficient resolution is required. In 

recent years, as the computational power is improved, it has become possible to perform 

simulations with high grid resolution. As a result, extremely high-resolution numerical results 

can be obtained by combining low-dissipation schemes with fine grids. On the other hand, in 

such a high-resolution simulation, rounding errors due to floating-point arithmetic are amplified 

and affect the calculation results. Particularly, it is known that the spatial symmetry of the flow 

structure is lost even though the physical configuration is set symmetrically. An asymmetric 

result is non-physical solution and should be avoided. Remacle et al. [13] initially identified 

that the cause of asymmetry is the rounding error and it grows with time evolution. Fleischmann 

et al. [14] pointed out that the lack of associativity in the summation or multiplication of more 

than two components generates unexpected asymmetry results, and completely eliminated the 

symmetry error by carefully examining the calculation procedure of the WENO-like schemes. 

To our knowledge, [14] is the only research that directly approaches the sources of the 

symmetry error and preserves the exact symmetry despite the extremely high resolution. 

 

In this study, symmetry-preserving P4T2-BVD scheme is proposed. Since the original THINC 

scheme does not satisfy the symmetry, a new formulation of the THINC scheme is developed. 

Moreover, we thoroughly analyze the entire calculation procedure including the characteristic 

decomposition and the approximate Riemann solver. Based on this analysis, we present new 

symmetry-preserving techniques, which have not been specified in [14] or other papers. These 

techniques are efficient not only for the BVD scheme but also for all Godunov-type schemes. 

As the proposed symmetry-preserving techniques are modifications in the level of the rounding 

errors, they do not affect the original properties of the schemes. 

Governing equations 

We solve 2D Euler equations as the governing equations, 
𝜕𝐔

𝜕𝑡
+
𝜕𝐅(𝐔)

𝜕𝑥
+
𝜕𝐆(𝐔)

𝜕𝑦
= 0, (1) 

where 𝐔 is the conservative variables, and 𝐅(𝐔) and 𝐆(𝐔) are the flux functions in 𝑥- and 𝑦-

direction respectively. 

𝐔 = (

𝜌
𝜌𝑢
𝜌𝑣
𝐸

) , 𝐅(𝐔) = (

𝜌𝑢

𝜌𝑢2 + 𝑝
𝜌𝑢𝑣

(𝐸 + 𝑝)𝑢

) , 𝐆(𝐔) = (

𝜌𝑣
𝜌𝑣𝑢

𝜌𝑣2 + 𝑝
(𝐸 + 𝑝)𝑣

) , (2) 
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where 𝜌 is the density, 𝑢  and 𝑣 are the 𝑥- and 𝑦-components of the velocity, 𝐸  is the total 

energy per unit volume, and 𝑝 the static pressure. 

 

To close the system, the ideal gas law is added, 

𝑝 = (𝛾 − 1) (𝐸 −
1

2
𝜌(𝑢2 + 𝑣2)) , (3) 

where 𝛾 is the specific heat ratio. 

 

The system of the Euler equations (1) can be diagonalized in 𝑥- and 𝑦-direction respectively as 

below, 
𝜕𝐖𝑥

𝜕𝑡
+ 𝚲𝑥

𝜕𝐖𝑥

𝜕𝑥
= 0, (4) 

𝜕𝐖𝑦

𝜕𝑡
+ 𝚲𝑦

𝜕𝐖𝑦

𝜕𝑦
= 0, (5) 

where 𝚲𝑥 = diag(𝑢 − 𝑐, 𝑢, 𝑢 + 𝑐, 𝑢), 𝚲𝑦 = diag(𝑣 − 𝑐, 𝑣, 𝑣 + 𝑐, 𝑣), are the diagonal matrices 

and 𝐖 is the characteristic variables. The sound speed 𝑐  is obtained by 𝑐 = √𝛾𝑝/𝜌 . Each 

component of 𝐖𝑥 and 𝐖𝑦 is depending on the eigenvalue of the system (1) and expressed as 

following in this paper, 

𝐖𝑥 = (

𝑤(𝑢−𝑐)

𝑤(𝑢)

𝑤(𝑢+𝑐)

𝑤(𝑢⊥)

) , 𝐖𝑦 = (

𝑤(𝑣−𝑐)

𝑤(𝑣)

𝑤(𝑣+𝑐)

𝑤(𝑣⊥)

) . (6) 

In Eq. (6), the symbol “⊥” is introduced in order to distinguish two same eigenvalues. For the 

same reason, the eigenvectors are expressed as, 

𝐋𝑥 =

(

 
 
𝑙(𝑢−𝑐)

𝑙(𝑢)

𝑙(𝑢+𝑐)

𝑙(𝑢⊥) )

 
 
=

(

 
 

1

2
(𝑏1+

𝑢

𝑐
)  −

1

2
(
1

𝑐
+𝑏2𝑢)  −

1

2
𝑏2𝑣  

1

2
𝑏2

1 − 𝑏1 𝑏2𝑢 𝑏2𝑣 −𝑏2

 
1

2
(𝑏1−

𝑢

𝑐
)  −

1

2
(
1

𝑐
−𝑏2𝑢)  −

1

2
𝑏2𝑣  

1

2
𝑏2

−𝑣 0 1 0 )

 
 
= (𝑙𝑥1  𝑙𝑥2  𝑙𝑥3  𝑙𝑥4), (7) 

𝐋𝑦 =

(

 
 
𝑙(𝑣−𝑐)

𝑙(𝑣)

𝑙(𝑣+𝑐)

𝑙(𝑣⊥) )

 
 
=

(

 
 

1

2
(𝑏1+

𝑣

𝑐
)  −

1

2
𝑏2𝑢  −

1

2
(
1

𝑐
+𝑏2𝑣)  

1

2
𝑏2

1 − 𝑏1 𝑏2𝑢 𝑏2𝑣 −𝑏2

 
1

2
(𝑏1−

𝑣

𝑐
)  −

1

2
𝑏2𝑢  −

1

2
(
1

𝑐
−𝑏2𝑣)  

1

2
𝑏2

−𝑢 1 0 0 )

 
 
= (𝑙𝑦1  𝑙𝑦2  𝑙𝑦3  𝑙𝑦4), (8) 

𝐑𝑥 = (𝑟
(𝑢−𝑐)  𝑟(𝑢)  𝑟(𝑢+𝑐)  𝑟(𝑢⊥)) =

(

 
 

1 1 1 0
𝑢 − 𝑐 𝑢 𝑢 + 𝑐 0
𝑣 𝑣 𝑣 1

𝐻 − 𝑢𝑐  
𝑢2+𝑣2

2
𝐻 + 𝑢𝑐 𝑣

)

 
 
, (9) 

𝐑𝑦 = (𝑟
(𝑣−𝑐)  𝑟(𝑣)  𝑟(𝑣+𝑐)  𝑟(𝑣⊥)) =

(

 
 

1 1 1 0
𝑢 𝑢 𝑢 1

𝑣 − 𝑐 𝑣 𝑣 + 𝑐 0

𝐻 − 𝑣𝑐  
𝑢2+𝑣2

2
𝐻 + 𝑣𝑐 𝑢

)

 
 
, (10) 

where 𝑏1 =
𝑢2+𝑣2

2
 𝛾−1
𝑐2

, 𝑏2 =
𝛾−1

𝑐2
, and the enthalpy 𝐻 = 𝐸+𝑝

𝜌
. 
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Finite volume method 

We review the numerical framework of the finite volume method (FVM). In order to explain 

the numerical methods briefly, we here use 1D scalar conservation law as shown below, 
𝜕𝑞

𝜕𝑡
+
𝜕𝑓(𝑞)

𝜕𝑥
= 0, (11) 

where 𝑞 is the conservative variable and 𝑓(𝑞) is the flux function. The computational domain 

is divided into 𝑁  non-overlapping cells, Ω𝑖 = [𝑥𝑖−1/2, 𝑥𝑖+1/2], 𝑖 = 1, 2, … ,𝑁 . The cell size 

Δ𝑥 = 𝑥𝑖+1/2 − 𝑥𝑖−1/2 is assumed to be constant over the computational domain for brevity. 

 

In a standard FVM, the spatial distributions of the physical quantities are discretized by volume 

integrated average (VIA). Hence, the spatial discrete value in the cell Ω𝑖 is defined as, 

�̅�𝑖(𝑡) ≡
1

Δ𝑥
∫ 𝑞(𝑥, 𝑡)𝑑𝑥.
𝑥𝑖+1/2

𝑥𝑖−1/2

(12) 

Integrating Eq. (11) and using Eq. (12), the semi-discrete version of Eq. (11) can be derived, 
𝑑�̅�𝑖
𝑑𝑡

= −
1

Δ𝑥
(𝑓
𝑖+
1
2
− 𝑓

𝑖−
1
2
) , (13) 

where 𝑓𝑖+1/2 is the numerical flux at the cell boundary 𝑥𝑖+1/2. Since Eq. (13) is now an ODE 

(ordinary differential equation), the solution �̅�𝑖(𝑡) can be updated by an ODE solver such as 

Runge-Kutta method. The physical flux passing through the cell interface is calculated by the 

approximate Riemann solver. While there are some types of the Riemann solver, they are given 

the following canonical form, 

𝑓
𝑖+
1
2
=
1

2
(𝑓 (𝑞

𝑖+
1
2

𝐿 ) + 𝑓 (𝑞
𝑖+
1
2

𝑅 )) −
1

2
|𝑎
𝑖+
1
2
| (𝑞

𝑖+
1
2

𝑅 − 𝑞
𝑖+
1
2

𝐿 ) , (14) 

where 𝑎 is the characteristic speed and 𝑞𝐿/𝑅 is the left/right cell boundary value. The boundary 

value is obtained by the reconstruction procedure. In this paper, as mentioned above, we use 

the P4T2-BVD reconstruction [8], which can resolve both smooth and discontinuous solutions 

with low dissipation compared to existing shock-capturing schemes. The calculation procedure 

of the P4T2-BVD scheme including the symmetry-preserving techniques is explained from the 

next subsection. 

The mechanisms of the symmetry error 

Fleischmann et al. [14] revealed that the symmetry errors are caused from a lack of the 

associativity of summation and multiplication in the floating-point arithmetic, shown as 
(𝑎 + 𝑏) + 𝑐 ≠ 𝑎 + (𝑏 + 𝑐), (15) 
(𝑎 × 𝑏) × 𝑐 ≠ 𝑎 × (𝑏 × 𝑐). (16) 

In other words, the result of summation and multiplication depends on the order of calculation 

when there are three or more components. The lack of the associativity is the main cause of the 

asymmetry and we thoroughly examine the calculation procedure in terms of the order of 

summation or multiplication. 

Symmetry-preserving P4T2-BVD reconstruction 

In this section, we show the calculation procedure of the symmetry-preserving P4T2-BVD 

scheme, obtained by introducing some techniques into the original scheme. The P4T2-BVD 

reconstruction has 4th-degree polynomial function and THINC functions with two different 

steepness parameters as the candidate interpolants, called admissible reconstruction functions. 

The selection from the admissible reconstruction function is conducted by 2-stage BVD 
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algorithm. In this subsection, we explain the calculation procedures of each admissible 

reconstruction first, and specify the 2-stage BVD algorithm later. 

Candidate interpolant 1: 4th-degree polynomial scheme 

The reconstruction function of the 4th-degree polynomial scheme (𝑃4) for target cell Ω𝑖 is given 

as, 

𝒬𝑖
𝑃4(𝑥) = ∑𝑎𝑘(𝑥 − 𝑥𝑖)

𝑘

4

𝑘=0

, (17) 

where 𝑎𝑘 (𝑘 = 0,1,2,3,4)  is unknown coefficients, obtained from the following constraint 

conditions, 
1

Δ𝑥
∫ 𝒬𝑖

𝑃4(𝑥)𝑑𝑥
𝑥𝑗+1/2

𝑥𝑗−1/2

= �̅�𝑗 , (𝑗 = 𝑖, 𝑖 ± 1, 𝑖 ± 2). (18) 

Solving 𝑎𝑘  (𝑘 = 0,1,2,3,4) from Eq. (18) and substituting them into the reconstruction function 

(17), the cell boundary values can be obtained as, 

𝑞
𝑖+
1
2

𝐿,𝑃4 = 𝒬𝑖
𝑃4 (𝑥

𝑖+
1
2
) =

1

60
((2�̅�𝑖−2 − 3�̅�𝑖+2) + (−13�̅�𝑖−1 + 27�̅�𝑖+1) + 47�̅�𝑖),

𝑞
𝑖−
1
2

𝑅,𝑃4 = 𝒬𝑖
𝑃4 (𝑥

𝑖−
1
2
) =

1

60
((−3�̅�𝑖−2 + 2�̅�𝑖+2) + (27�̅�𝑖−1 − 13�̅�𝑖+1) + 47�̅�𝑖).

(19) 

Note that the order of the summation of �̅�𝑗 (𝑗 = 𝑖, 𝑖 ± 1, 𝑖 ± 2) in Eq. (19) is adjusted so that 

the symmetry property of the cell boundary value is preserved. 

Candidate interpolant 2: THINC scheme 

THINC scheme [10]-[12] was originally developed for capturing moving interfaces. THINC 

function is good at representing the discontinuous solution and contributes significantly to the 

low dissipation of the BVD scheme.  

 

In order to preserve the symmetry property of the THINC function, we propose a new 

formulation of the THINC function for target cell Ω𝑖, written as 

𝒬𝑖
𝑇(𝑥) = 𝑞𝑎 + 𝑞𝑑tanh(𝛽(𝑋𝑖 − 𝑑𝑖)), (20) 

where 

𝑞𝑎 =
�̅�𝑖+1 + �̅�𝑖−1

2
, 𝑞𝑑 =

�̅�𝑖+1 − �̅�𝑖−1
2

, 𝑋𝑖 =
𝑥 − (𝑥𝑖+1/2 + 𝑥𝑖−1/2)/2

𝑥𝑖+1/2 − 𝑥𝑖−1/2
. (21) 

Except for parameter 𝛽, the only unknown parameter in the reconstruction function (20) is 𝑑𝑖, 
which indicates the jump location of the sigmoid function. 𝑑𝑖 is determined by the following 

condition, 
1

Δ𝑥
∫ 𝒬𝑖

𝑇(𝑥)𝑑𝑥
𝑥𝑖+1/2

𝑥𝑖−1/2

= �̅�𝑖 . (22) 

By solving 𝑑𝑖  from Eq. (22) and substituting it into the reconstruction function (20), the 

symmetry-preserving cell boundary values can be obtained as, 

𝑞
𝑖+
1
2

𝐿,𝑇 = 𝒬𝑖
𝑇 (𝑥

𝑖+
1
2
) = 𝑞𝑎 + 𝑞𝑑

𝑇1 + 𝑇2/𝑇1
1 + 𝑇2

,

𝑞
𝑖−
1
2

𝑅,𝑇 = 𝒬𝑖
𝑇 (𝑥

𝑖−
1
2
) = 𝑞𝑎 − 𝑞𝑑

𝑇1 − 𝑇2/𝑇1
1 − 𝑇2

,

(23) 

where 

𝑇1 = tanh (
𝛽

2
) , 𝑇2 = tanh (

𝛼𝑖𝛽

2
) , 𝛼𝑖 =

�̅�𝑖 − 𝑞𝑎
𝑞𝑑

. (24) 
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The steepness parameter 𝛽 determine the gradient of the THINC function and the characteristic 

of the THINC scheme. THINC scheme with 𝛽 = 1.6 can resolve the discontinuous solution 

within only four cells [11]. According to ADR (approximate dispersion relation) analysis 

[15][7], THINC scheme with 𝛽 = 1.1 has similar characteristic to MUSCL scheme with van 

Leer limiter and has ability to suppress numerical oscillations near the discontinuities. We 

denote THINC with 𝛽 = 1.1 by THINC(𝛽𝑠) and that with 𝛽 = 1.6 by THINC(𝛽𝑙). In the P4T2-

BVD reconstruction, three functions, 𝑃4, THINC(𝛽𝑠) and THINC(𝛽𝑙) are used as the admissible 

reconstruction functions. 

2-stage BVD algorithm 

The BVD principle [6] suggests that the jump of the left and right boundary values, called 

boundary variation (𝐵𝑉), 

𝐵𝑉
𝑖+
1
2
= |𝑞

𝑖+
1
2

𝐿 − 𝑞
𝑖+
1
2

𝑅 | . (25) 

By diminishing the value of 𝐵𝑉, the numerical dissipation term in the Riemann solver equation 

(14) becomes small and the dissipation error in numerical results considered to be suppressed. 

 

The selection from the candidate reconstruction functions is performed in the following 

procedure called 2-stage BVD algorithm: 

I. The 1st-satge 

I.I. The reconstruction function selected in the 1st-stage 𝒬𝑖
1𝑠𝑡 is initially set to the 

4th-degree polynomial, 

𝒬𝑖
1𝑠𝑡 = 𝒬𝑖

𝑃4 . (26) 

I.II. Calculate the values of 𝑇𝐵𝑉 (Total 𝐵𝑉) for 𝑃4 and THINC(𝛽𝑠) as following, 

𝑇𝐵𝑉𝑖
𝑃4 = |𝑞

𝑖−
1
2

𝐿,𝑃4 − 𝑞
𝑖−
1
2

𝑅,𝑃4| + |𝑞
𝑖+
1
2

𝐿,𝑃4 − 𝑞
𝑖+
1
2

𝑅,𝑃4| ,

𝑇𝐵𝑉𝑖
𝑇𝑠 = |𝑞

𝑖−
1
2

𝐿,𝑇𝑠 − 𝑞
𝑖−
1
2

𝑅,𝑇𝑠| + |𝑞
𝑖+
1
2

𝐿,𝑇𝑠 − 𝑞
𝑖+
1
2

𝑅,𝑇𝑠| .

(27) 

I.III. Change the reconstruction function to THINC(𝛽𝑠) for the cells Ω𝑖−1, Ω𝑖 , Ω𝑖+1 

using following BVD algorithm, 

𝒬𝑗
1𝑠𝑡 = 𝒬𝑗

𝑇𝑠    (𝑗 = 𝑖, 𝑖 ± 1), if   𝑇𝐵𝑉𝑖
𝑇𝑠 < 𝑇𝐵𝑉𝑖

𝑃4 . (28) 

II. The 2nd-stage 

II.I. Calculate the values of 𝑇𝐵𝑉 (Total Boundary Variation) for function selected in 

the 1st-stage and THINC(𝛽𝑙) as, 

𝑇𝐵𝑉𝑖
1𝑠𝑡 = |𝑞

𝑖−
1
2

𝐿,1𝑠𝑡 − 𝑞
𝑖−
1
2

𝑅,1𝑠𝑡| + |𝑞
𝑖+
1
2

𝐿,1𝑠𝑡 − 𝑞
𝑖+
1
2

𝑅,1𝑠𝑡| ,

𝑇𝐵𝑉𝑖
𝑇𝑙 = |𝑞

𝑖−
1
2

𝐿,𝑇𝑙 − 𝑞
𝑖−
1
2

𝑅,𝑇𝑙| + |𝑞
𝑖+
1
2

𝐿,𝑇𝑙 − 𝑞
𝑖+
1
2

𝑅,𝑇𝑙| .

(29) 

II.II. Determine the final reconstruction function for the target cell Ω𝑖 using BVD 

algorithm as 

𝒬𝑖 = {
𝒬𝑖
𝑇𝑙 , if   𝑇𝐵𝑉𝑖

𝑇𝑙 < 𝑇𝐵𝑉𝑖
1𝑠𝑡,

𝒬𝑖
1𝑠𝑡, otherwise.

(30) 

 

In the 1st-stage, the smooth solutions are accurately calculated by the 4th-degree polynomial 

scheme with 5th-order convergence rate and the numerical oscillations near the discontinuities 
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are suppressed by the THINC(𝛽𝑠) scheme. In the 2nd-stage, the discontinuous solutions are 

captured with high resolution by the THINC(𝛽𝑙) scheme. 

Symmetry-preserving characteristic decomposition 

Solving 2D Euler equations (1), the P4T2-BVD reconstruction is performed in terms of the 

characteristic variables 𝐖 shown in Eq. (6), in order to avoid numerical oscillations [16]. For 

this reason, the transformation between the conservative variables 𝐔 and the characteristic 

variables 𝐖 is performed before and after the reconstruction. 

 

The transformation from the solution �̅� to the characteristic variables �̅� is given as 

�̅�𝑥 = 𝐋𝑥 ⋅ �̅�, �̅�𝑦 = 𝐋𝑦 ⋅ �̅�. (31) 
As Fleischmann et al. [14] have already proposed, from the point of view of the symmetry 

preserving, the product of the left-eigenvectors and the conservative variable vector in Eq. (31) 

should be calculated in the following order, 

�̅�𝑥 = 𝑙𝑥1�̅� + (𝑙𝑥2𝜌𝑢̅̅̅̅ + 𝑙𝑥3𝜌𝑣̅̅̅̅ ) + 𝑙𝑥4�̅�,

�̅�𝑦 = 𝑙𝑦1�̅� + (𝑙𝑦2𝜌𝑢̅̅̅̅ + 𝑙𝑦3𝜌𝑣̅̅̅̅ ) + 𝑙𝑦4�̅�.
(32) 

In other words, the terms corresponding to 𝜌𝑢̅̅̅̅  and 𝜌𝑣̅̅̅̅  should be added first. This is because the 

terms 𝜌𝑢̅̅̅̅  and 𝜌𝑣̅̅̅̅  have different values in the case of diagonal symmetry, and the order of the 

summation in Eq. (32) will be different if added in the order �̅�, 𝜌𝑢̅̅̅̅ , 𝜌𝑣̅̅̅̅ , and �̅�. 

 

The transformation from the reconstructed characteristic variables 𝐖  to the reconstructed 

conservative variables 𝐔 is given as 
𝐔𝑥 = 𝐑𝑥 ⋅ 𝐖𝑥, 𝐔𝑦 = 𝐑𝑦 ⋅ 𝐖𝑦. (33) 

In order to avoid the symmetry errors, the product of the right-eigenvectors and the 

characteristic variable vector in Eq. (33) should be calculated in the following order, 

𝐔𝑥 = (𝑟
(𝑢−𝑐)𝑤(𝑢−𝑐) + 𝑟(𝑢+𝑐)𝑤(𝑢+𝑐)) + 𝑟(𝑢)𝑤(𝑢) + 𝑟(𝑢⊥)𝑤(𝑢⊥),

𝐔𝑦 = (𝑟
(𝑣−𝑐)𝑤(𝑣−𝑐) + 𝑟(𝑣+𝑐)𝑤(𝑣+𝑐)) + 𝑟(𝑣)𝑤(𝑣) + 𝑟(𝑣⊥)𝑤(𝑣⊥).

(34) 

The first equation of Eq. (34) means that the terms corresponding to the eigenvalues (𝑢 − 𝑐) 
and (𝑢 + 𝑐) should be summed up first. This is because the values of the characteristic variables 

𝑤(𝑢−𝑐) and 𝑤(𝑢+𝑐) are interchanged and have different values in the case of 𝑦-axis symmetry. 

The meaning of the second equation of Eq. (34) is same as the first one in 𝑦-direction. 

Symmetry-preserving HLLC Riemann solver 

In this paper, we take HLLC Riemann solver [17] as an example and propose techniques to 

preserve symmetry. The numerical flux of the HLLC solver for 𝑥-direction is expressed as 

�̂�𝐻𝐿𝐿𝐶 =
1 + sgn(𝑠∗)

2
(𝐅𝐿 + 𝑠−(𝐔∗𝐿 − 𝐔𝐿)) +

1 − sgn(𝑠∗)

2
(𝐅𝑅 + 𝑠+(𝐔∗𝑅 − 𝐔𝑅)), (35) 

where 𝑠− = min (𝑠𝐿, 0) and 𝑠+ = max (𝑠𝑅, 0). 𝑠𝐿 and 𝑠𝑅 are the left and right wave speeds 

respectively, and they are estimated by PVRS method [18] in this study. The asterisk mark (∗) 
on the physical quantity indicates that it is located in the region between the left and right waves. 

The conservative variables in the intermediate region 𝐔∗𝐿 and 𝐔∗𝑅  can be derived from the 

Rankine-Hugoniot condition, as following, 

𝐔∗𝐾 =
𝑠𝐾 − 𝑢𝐾

𝑠𝐾 − 𝑠∗

(

 
 

𝜌𝐾

𝜌𝐾𝑠∗

𝜌𝐾𝑣𝐾

𝐸𝐾 + (𝑠∗ − 𝑢𝐾) (𝜌𝐾𝑠∗ +
𝑝𝐾

𝑠𝐾−𝑢𝐾
))

 
 
, (36) 
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where 𝐾 = 𝐿 or 𝑅 . Fleischmann et al. [14] proposed the intermediate wave speed 𝑠∗  with 

symmetry-preserving treatment, 

𝑠∗ =
𝑝𝑅 − 𝑝𝐿 + { 𝜌𝐿𝑢𝐿(𝑠𝐿 − 𝑢𝐿) − 𝜌𝑅𝑢𝑅(𝑠𝑅 − 𝑢𝑅) }

𝜌𝐿(𝑠𝐿 − 𝑢𝐿) − 𝜌𝑅(𝑠𝑅 − 𝑢𝑅)
. (37) 

Note that Eq. (37) is simply the original one with a bracket added. 

 

It is noted that the flux function should be coded with reference to Eq. (2) to avoid the symmetry 

errors. Especially, the 3rd component of 𝐅 (𝐹3) and the 2nd component of 𝐆 (𝐺2) are products 

of three numbers, and the order of the calculation should be checked carefully. If 𝐹3 and 𝐺2 are 

set as follows,  
(𝐹3, 𝐺2) = (𝜌𝑢𝑣, 𝜌𝑣𝑢)  or  (𝜌𝑣𝑢, 𝜌𝑢𝑣), (38) 

the lack of associativity (16) can be avoided in diagonal symmetry case. 

 

Numerical results 

In order to verify the symmetry-preserving techniques proposed above, some of the numerical 

tests are solved. The reconstruction is performed by P4T2-BVD scheme [8] in terms of the 

characteristic variables. The numerical flux is calculated by HLLC Riemann solver [17]. The 

time evolution is performed by 3rd-order Runge-Kutta method [19]. The CFL number is set to 

0.6 for all benchmark tests. The calculations have been done on Intel Xeon CPU E5-2687W0 

@ 3.10 GHz in a multi-threaded fashion on CentOS 6.10 operating system. GCC compiler 

version 4.4.6 is used without any special optimization options. 

Rayleigh-Taylor instability 

The Rayleigh-Taylor instability (RTI) is a typical benchmark test [20] that has a symmetric 

flow structure. In this test, many of the high-resolution schemes result in asymmetric numerical 

results [21][22][13]. 

 

The initial condition which Fleischmann et al. [14] proposed in terms of symmetry preserving 

is set as 

(𝜌0, 𝑢0, 𝑣0, 𝑝0) = {
(2,0, 𝑣0(𝑥), 2𝑦 + 1), if   𝑦 < 0.5,
(1,0, 𝑣0(𝑥), 𝑦 + 1.5), otherwise,

(39) 

where 

𝑣0(𝑥) = {
−0.025𝑐 cos(8𝜋𝑥) , if   𝑥 < 0.125,

−0.025𝑐 cos(0.25 − 8𝜋𝑥) , otherwise.
(40) 

The boundary condition is reflective at the left and right boundaries and fixed values at the top 

and bottom boundaries as (𝜌, 𝑢, 𝑣, 𝑝)𝑡𝑜𝑝 = (1,0,0,2.5) and (𝜌, 𝑢, 𝑣, 𝑝)𝑏𝑜𝑡𝑡𝑜𝑚 = (2,0,0,1). The 

computational domain is [0,0.25] × [0,1]. The specific heat ratio is 𝛾 = 5/3. The numerical 

results with the mesh resolution of 1024 × 4096 at time 𝑡 = 1.95 are shown in Fig. 1. 

 

Fig. 1 shows that the numerical result of the original P4T2-BVD scheme (left) generates 𝑦-axis 

asymmetric flow structure, and the proposed scheme (right) can completely preserve the 𝑦-axis 

symmetry property despite the extremely low-dissipation condition. 

Implosion test 

This test demonstrates an implosion phenomenon where a diamond-shaped low-pressure fluid 

is crushed by surrounding high-pressure [23]. Preserving symmetry in this test is challenging 

problem because 𝑥 -axis, 𝑦 -axis, and diagonal symmetry are existing simultaneously, and 

trajectories of diagonal jets are sensitive to the symmetry errors. 
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Figure 1.  Numerical solutions of density (blue=0.85 to red=2.25) for RTI test. 

 

The initial condition is set as 

(𝜌0, 𝑢0, 𝑣0, 𝑝0) = {
(0.125,0,0,0.14), |𝑦 + 𝑥| < 0.15 + 𝜖  and  |𝑦 − 𝑥| < 0.15 + 𝜖,

(1,0,0,1), otherwise,
(41) 

where 𝜖 = 10−10 is introduced in order to avoid asymmetric initial condition. The boundary 

condition is reflective at all boundaries. The computational domain is [−0.3,0.3] × [−0.3,0.3]. 
The specific heat ratio is 𝛾 = 1.4 . The numerical results with the mesh resolution of 

1600 × 1600 at time 𝑡 = 2.5 are shown in Fig. 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Numerical solutions of density (blue=0.41 to red=1.07) for implosion test. 
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It is observed from Fig. 2 that the trajectories of the diagonal jets are distorted by the original 

P4T2-BVD scheme (left). By adopting the symmetry-preserving techniques discussed above, 

both axis and diagonal symmetry can be completely preserved (right). 

Conclusions 

In this paper, the numerical method of the finite volume method is thoroughly examined and 

the countermeasures are proposed. Mainly in the three calculation procedures, i.e., P4T2-BVD 

reconstruction, characteristic decomposition, and HLLC Riemann solver, some formulas that 

cause lacks of the associativity of summation or multiplication are improved with symmetry-

preserving techniques. The numerical results completely eliminate the symmetry errors even 

though the numerical dissipation is extremely low. 
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Abstract

Many authors have complained about the ill-conditioning associated the numerical solution
of partial differential equations (PDEs) and integral equations (IEs) using as the continuously
differentiable Gaussian and multiquadric continuously differentiable (C  ) radial basis
functions (RBFs). Unlike finite elements, finite difference, or finite volume methods that
lave compact local support that give rise to sparse equations, the C  -RBFs with simple
collocation methods give rise to full, asymmetric systems of equations. Since C RBFs have
adjustable constent or variable shape parameters, the resulting systems of equations that are
solve on single or double precision computers can suffer from “ill-conditioning”. Condition
numbers can be either the absolute or relative condition number, but in the context of linear
equations, the absolute condition number will be understood. Results will be presented that
demonstrates the combination of Block Gaussian elimination, arbitrary arithmetic precision,
and iterative refinement can give remarkably accurate numerical salutations to large Hilbert
and van der Monde equation systems.

1. Introduction
An accurate definition of the condition number, , of the matrix, A, is the ratio of the largest
to smallest absolute value of the singular values, {  i}, obtained from the singular value
decomposition (SVD) method, see [1]:

(A) = maxjjminjj (1)

This definition of condition number will be used in this study.

Whenever the absolute condition number is comparable to the inverse of the machine epsilon,
see [2, 3,4], the numerical results become unreliable. In some instances, the absolute
condition number may be exceptionally large, but the relative is small.
The important cause of ill-conditioning is the number of bits assigned to a computer word.
The Institute of Electrical and Electronics Engineers (IEEE) defined a single precision word
to have 8 bits and double precision word to have 16 bits, and (the double precision maximum
condition number is O(1e16). Since scientific computing comprises a minuscule fraction of
the user market, extended memory chips are unlikely, hence software methods are needed to
obtain extended precision.
C  RBFs have the advantage of being deponently convergent and converges faster as the
dimensions increases. Socially important problems such as controlled fusion [3], designing
new medical drugs, option markets, etc. requires numerical solutions of higher dimensional
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PDEs and IEs made more difficult because operator splitting is not a viable approach.
Because of the curse of dimensionality, a f the fewer the fewer the number of points per
dimension the better.
The approach that we are advocating is using CRBFs, shape parameters that make the RBFs
flatter, minimizing the number of data centers, using extended arithmetic precision and
employing block decomposition to obtain many smaller ranked block matrices, each of which
is better conditioned
Assume the original matrix of rank N is subdivided into K blocks, each of which contains P
points. Thus, the matrix is subdivided as:

A1,1 A 1,2 A1,3 A1,4  A1,K

A2,1 A 2,2 A 2,3 A 2,4  

A3,1 A 3,2 A 3,3 A 3,4  

     

AK,1 AK,2 AK,3 AK,4  AK,K

Figure 1. The full matrix A is partitioned to K blocks each of which contains P points.

Each block, Aj,k, is a square kk, matrix that is a submatrix of the original N  N matrix, A.

There are various possible block decomposition methods available: block Gaussian
decomposition, block singular value (SVD) decomposition, and block quotient- is a
remainder (QR) decomposition. The simplest block decomposition method is the block
Gaussian elimination method (BGEM) analog without pivoting. The BGEM is combined
with extended arithmetic precision, and iterative refinement. The resulting block operations
transform the original fully populated block matrix into identity block diagonal matrices and
zero block matrices on the off-diagonal matrices. In additions, all operations are vectorized
for maximum computational efficiency.

2. Example Test Problem of ill-conditioned linear equations

The test problem is the notoriously ill-conditioned Hilbert matrix whose elements are:

H(i,j) = 1/( i +j -1), (2)

where i is i-th row index and j is the column index. The Hilbert matrix is invertible to all
orders, and the inverse Hilbert matrix exists. However, on a double precision computer, the
condition number is O(1e16). A heuristic rule for ill-conditioning is that the condition
number increase with rank of the matrix.
If the unknown vector, x. is specified as x = [1,1. ,1]T, the right vector, b, is found by
multiplying

b = Hx. (3)
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The problem that is considered is to assume the right-hand-side, b, is known, and to find x

A more accurate definition of the condition number of the matrix, A, is the ratio of the largest
to smallest absolute value of the singular values, {  i}, obtained from the singular value
decomposition (SVD) method:

(A) = maxjjminjj, (4)

This definition of condition number will be used.

3. Example calculations

The first set of numerical experiments examines the root mean square errors RMS)

RMS error = [ i(xexactj- xnumericalj )2/N ]½ (5)

The first set of examples is the block partitioning a 300300 Hilbert matrix with 48 and 200
digits of extended precision with various sized blocks.
Table 1. Comparison of RMS errors of a 300300 Hilbert matrix using different block sizes
digits of precision.

Table 1. RMS errors for block decomposition of a (300300) Hilbert matrix with 48 and
200 digits of precision.

48 digits Block size RMS error 200 digits Block size RMS error
10 (3030) 0.73 10 (3030) 7.1e-527
15(2020) 2,72e-15 15(2020) 3.9e-527
20(1515) 2.19e-16 20(1515) 4.3e-527
30(1010) 1.95e-20 30(1010) 6.5e-537
60 (55) 1.26e-24 60 (55) 4.9e-537

One last example was a 1000  1000 Hilbert matrix, with the right-hand vector being
generated by the solution, x= [1,1.,1]T in which 50 (2020) blocks in which 200 digits of
precision were used. Such a problem required so much memory that the run time required
over 42hrs. The RMS error was 2.72e-126.
Because of the extremely slow execution speed observed with the 10001000 Hilbert matrix,
no additional tests were conducted.
I some examples of the 300300 Hilbert matrix, partitioning the original matrix into smaller
blocks. The full the 300300 Hilbert matrix, condition number is 1.1e20. For the following
block sizes, the maximum block condition numbers are:

Table 2: Block size and maximin condition number of a 300300 Hilbert matrix
Block size Maximum condition number
(20 20) 2.23e+18
((15  15) 2.59e+17
(10  10) 1.60e+13
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An alternative method to the block Gaussian elimination method involving P blocks
containing a uniform number of k elements per block, it the decomposition of a larger matrix
into many 2 2 block matrices, see [10].
The next examples are the van der Monde matrices defined as a matrix of vectors raised to a
power, commonly given by:

A(i,j) = v(j)(N-j) (6)

We considered the vector composed of N elements starting with 1 and increasing by
increments of 0.5. Many other variations can be considered.
We considered a vector of 100 elements ranging from 1.0 to 50.5, incremented by 0.5. The
van der Monde matrix of rank 100 of such a vector is an estimated condition number of
8e+202. With 360 digits of precision, we considered 25 (4x4) blocks with a RMS error of
4e-44, and with 50 (2x2) blocks, the RMS error is 4e-95. So even with a horribly
conditioned van der Monde matrix, we are still able to obtain very accurate RMS errors.

4. Discussion
Traditional domain decomposition methods are intrinsically iterative in nature whether they
are overlapping or non-overlapping methods. A large domain over a large PDE or IE
problems is subdivided into many smaller sub-domains. Artificial boundaries are constructed
on which artificial boundary conditions are imposed, and the solution is obtained iteratively.
For elliptic or time dependent problems for diffusion or viscosity dominates, the iterative
matching of the function and normal and tangential derivatives can achieve a sufficient
degree of convergence. The basic problem is that there is not a sufficient number of equations
for the number of unknowns to enforce all the derivative continuity conditions.
For advective dominated problems, convergence is more of a problem unless one is willing to
sacrifice physics to additional numerical viscosity by way of up wind spatial differencing.
Domain decomposition methods embody large potential for a parallelization of the finite
difference, finite element, or finite volume methods for distributed, parallel computations.
A non-iterative domain decomposition method was introduced in which large submatrices
were solved individually and potentially in parallel with linear equation matching at surfaces,
lines, and points, see ]11]. Because of the different sizes of each type of sub-domain,
parallelization is hampered.
Additional acceleration can be obtained by classical iterative refinement, and the geometric
projective algebra, see [12].
These examples illustrate the well-known fact that the condition number depends upon the
rank of the system of equations, and the number of digits available. However, as the numbers
in the set of equations approaches the ideal Platonic limit of infinity, the time required also
approaches infinity. The computation of important applications such as plasma fusion,
designer medicine based upon the first principles of quantum mechanics, etc. will involve
multi-dimensional calculations and will require us to expand our vision beyond horse
blinders.
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Abstract
The cathodic protection problems are mostly simulated by boundary element method.
However, boundary element method consumes a large amount of computer memory and is
very inefficient when it is used to simulate large-scale models. Thus, we developed the
boundary face method to simulate the cathodic protection problems to improve the efficiency
and accuracy. The cathodic protection problems of a subsea pipeline and a tension-leg
platform (TLP) are simulated. The results show that BFM is more accurate than BEM and
costs less time when the same precision is achieved in most cases.
Keywords: Cathodic Protection; Numerical Simulation; Boundary Element Method;
Boundary Face Method;

Introduction

Cathodic protection (CP) plays an important role in protecting offshore structures from
corrosion. More and more numerical simulations are employed in designing and evaluating
cathodic protection systems with the development of computers and numerical methods. The
CP problem is governed by Laplace’s equation, and mostly simulated by boundary element
method (BEM) [1-3]. However, BEM consumes a large amount of computer memory and is
very inefficient when it is used to simulate large-scale models.
The meshless methods have been used in many engineering problems such as fluid mechanics
problems [4], solid mechanics problems [5, 6], elasticity problems [7,18], viscoelasticity problems
[8], heat conduction problems [9, 23] and elastodynamic problems [17, 19].
Boundary integral equation (BIE) based meshless methods are an important part of meshless
methods. The boundary node method (BNM) is firstly proposed by Mukherjee et al. [10-13]

based on the moving least square (MLS) method [14] and BIE. Unlike many other ‘ domain’
type meshless methods, the BNM only requires scattered nodes on the 1-D bounding curve of
a 2-D area or the 2-D bounding surface of a 3D body and a simple boundary cell structure for
numerical integration. The idea of BNM has been developed by many other researchers such
as Zhu et al. [15,16], Liew et al. [17-19], Ren et al. [20 ,21] and Li et al. [22] with different
approximating methods.
Zhang et al. developed the Boundary Face Method (BFM) [24-26] based on BNM to solve more
complex geometrical problems. It uses MLS to approximate boundary field variables with
scattered points on the boundary and uses background grids for numerical integration.
However, it is different from BNM in specific implementation and is the inheritance and
development of BNM. BFM is based on CAD geometric modeling data, and can be
seamlessly integrated with the CAD system, so that it can handle more complex physical
problems.
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Approximating methods play an important role in meshless methods. The moving Kriging
interpolation (MKI) method [20], also known as the radial point interpolation method (RPIM)
[2], is an important approximating method to construct shape functions in meshless methods.
MKI has partition of unity property, consistency property and high approximation precision.
Besides, the shape functions constructed by MKI possess Kronecker delta property. Then, the
essential boundary condition can be imposed directly and easily. Li et al. [19] have proposed
the moving Kriging interpolation-based boundary node method (MKIBNM) by combing
moving Kriging interpolation (MKI) with BIE for potential problems. MKIBNM has a high
precision and can directly impose boundary conditions. Therefore, we chose MKI to construct
shape functions in BFM.
The BFM is developed to simulate the CP problem. The CP problems of a subsea pipeline and
a tension-leg platform (TLP) will be simulated to show that BFM can be applied in cathodic
protection problems to improve the efficiency and accuracy.

Boundary face method for cathodic protection problems

Governing equations

The equation governing the potential distribution and the current flow in the electrolyte can be
derived from charge conservation. The continuity equation requires that the current per unit
volume, J , relates to the charge, q , by

q
t


 


J (1)

Taking into account the relationship of electric field intensity, E ,

 E (2)

and Ohms law,

I E (3)

where  is the conductivity of the electrolyte, the continuity equation transforms to

( ) ( )q
t

  
   


(4)

Galvanic corrosion is a very slow process, thus we can make the following assumptions:
1. The electrolyte solution is well mixed that the conductivity is isotropic,  is a constant.

2. The solution is electro-neutral, 0q
t





.

With the above assumptions, Eq. (4) can be simplified as,
2 0  (5)

Therefore, for a uniform, isotropic electrolyte, the potential obeys the Laplace equation.
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Boundary condition

Figure 1. Schematic of the mathematical model of cathodic protection problems

Eq. (5) can be solved with the boundary conditions shown schematically in Figure 1. The
boundary conditions at the anode and the cathode surfaces are vital to predict the state of the
cathodic protection. The boundary condition applied at the anode surface a is:

( )afj 
 


   

n
(6)

Where,  is the electrical conductivity of the electrolyte solution and ( )af  is the current
density determined by anodic species. ( )af  is a piecewise linear interpolation function
which is obtained from the polarization curve of the anodic species. Thus, we use a piecewise
linear interpolation approach to handle non-linear boundary conditions.
Similarly, the boundary condition applied at the cathode surface c is

( )cf 



 

n
(7)

The boundary condition applied at the insulation surface and the electrolyte-air interface ins
is

0j



  

n
(8)

BFM formulation

In summary, the governing equation and the boundary conditions are
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where  is the potential, uj  
 

n
is the current density along the normal of the boundary,

the whole boundary is a c ins        . The integral representation of the solution for
Eq. (9) is

*
*( ) 1( ) ( ) ( )d ( ) ( )d-c - j

 

    


 
 

 
  x x x x

n
(10)

where  denotes the given source point on the boundary,
x denotes a filed point on the boundary,

* 1( )
4

-





x
x




is the fundamental solution of Laplace’s equation,

*
n

is the normal derivative of * on the boundary,

( )c  is a coefficient related to the boundary smoothness.
The boundary  is divided into background cells ( 1,2,3, , )i i m   L for numerical
integration, and the discrete form of Eq. (10) is

*
*

1 1

( ) 1( ) ( ) ( )d ( ) ( )d
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( )u x and ( )q x are approximated by MKI.
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Substituting Eq. (12) into Eq. (11) yields
*

*

1 1

( ) 1( ) ( ) ( ) d ( ) ( ) d
m m

i i

-c s, t - s, t
  

   
 

 
 

  
   x N x N J

n
(13)

Employing numerical methods for the integrals in Eq. (13), at every nodes, we can obtain the
linear algebraic equations.

ˆ C + H GJ  (14)

where
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Let

ˆ H C H (18)

Eq. (14) can then be rewritten as

H GQ (19)

Normally, we do not directly compute C , because the diagonal elements of H can be
computed by constant potential method.

1,k

n

ii ik
k i

H H
 

   (20)

Finally, we can solve Eq. (19) with the boundary conditions in Eq. (9) and obtain the nodal
values of potential and current density on the boundary.

Case study

In the following, we will use two numerical simulation examples of cathodic protection of
marine structures to study the calculation accuracy and efficiency of the method. The
polarization curve is an important boundary condition in the numerical simulation of cathodic
protection. The empirical polarization curves of the steel structure, zinc sacrificial anode and
auxiliary anode used in simulation are as follows ( dq is the demand current density of the
protected structure in Table 1):

Galvanic anode cathodic protection for submarine pipelines

This example is the cathodic protection problem of a submarine pipeline (See Figure 2). The
demand current density is 220mA/m . At the end of the protection, the anode is exhausted,
which is the most dangerous working condition. Therefore, the protection state at the end is
simulated, and the thickness of the anode is approximately considered to be 0 during the
simulation.
At first, we use BEM and BFM with 380 nodes to simulate the problem respectively. The
protection potential distribution is shown in Figure 4. The potential range of the submarine
pipeline simulated by BEM is -991~-800mV, and the protection potential of the submarine
pipeline simulated by BFM is -990. ~-794mV, the accurate value is -980~-789mV (from
BEM model with 81122 nodes), the calculation accuracy of BFM is higher than that of BEM,
and the potential distribution obtained by BFM simulation is smoother and more consistent
with the accurate solution.
Then, we change the mesh size to compare the calculation accuracy and efficiency of the two
methods. The results under different number of nodes are shown in Table 4. Since the
cathodic protection problem generally has no analytical solution, it is impossible to directly
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calculate the solution error. Here, we compare the calculation accuracy and calculation
efficiency by comparing the number of nodes and calculation time used by the two methods to
obtain the convergence results (in the bold part of the table). It can be seen from Table 4 that
the calculation accuracy and convergence of BFM are better than that of BEM. When the
same calculation accuracy is reached, the calculation efficiency of BFM is higher than that of
BEM, and the number of nodes used is less than that of BEM (that is, the memory
consumption of BFM is less than that of BEM).

Figure 2. Subsea pipeline

Figure 3. Mesh of the subsea pipeline
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Figure 4. Potential distribution on the surface of the subsea pipeline: (a) BEM with 380
nodes, (b) BFM with 380 nodes and (c) BEM with 81122 nodes

Table 4. Simulation results of the subsea pipeline with different mesh sizes

Nodes
BEM BFM


mV

CPU time
s


mV

CPU time
s

156 -995~-814 0.045 -992~-795 2.6
380 -991~-800 0.18 -990~-794 11
2720 -986~-793 1.8 -984~-791 99
7011 -985~-791 52 -980~-789 658
13058 -983~-790 279 -980~-789 1698
20403 -982~-790 1251
81122 -980~-789 41631

Impressed current cathodic protection for tension leg platform

This example is the cathodic protection of the underwater part of the tension leg platform (See
Figure 5). The surface is covered by anticorrosive coating, and the design life of the
anticorrosion is 20 years. The terminal protection status was simulated, and the demand
current density of the terminal protection is 225.22mA/m . A total of twelve ICCP anodes
were arranged, the radius of the anode screen was 3.5m (the pink area in Figure 5), the ICCP
anodes are in the center of the anode screen, and the output current of the anodes are 400A.
The mesh of the model is shown in Figure 5(c), with a total of 1756 nodes. The results are
shown in Figure 6. The protection potential range simulated by BEM is -1107~-833mV, the
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protection potential simulated by BFM is -1115~-830mV, and the accurate value is -1115~-
830mV. (From BEM model with 66812 nodes)
The results under different number of nodes are shown in Table 5. It can be seen that the
calculation accuracy and convergence of BFM are better than BEM. When the same
calculation accuracy is reached, the number of nodes used by BFM is less than that of BEM,
and the calculation efficiency of BFM is better.

(a) (b) (c)
Figure 5. Model of the TLP and arrangement of the ICCP anodes: (a) Concept model, (b)

Size of the underwater part and (c) Mesh model

(a) (b) (c)
Figure 6. Simulation results of the TLP model: (a) BEM with 1756 nodes, (b) BFM with

1756 nodes and (c) BEM with 66812 nodes
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Table 4. Simulation results of the subsea pipeline with different mesh sizes

Nodes
BEM BFM


mV

CPU time
s


mV

CPU time
s

1756 -1107~-833 2.4 -1115~-830 24
3233 -1113~-826 11.0 -1114~-830 92
5840 -1113~-830 38.0 -1115~-830 291
18579 -1114~-829 569.0 -1115~-830 2968
66812 -1115~-830 17888

Conclusions

The BFM is developed to simulate the CP problem. The CP problems of a subsea pipeline and
a tension-leg platform (TLP) are simulated. The results show that BFM is more accurate than
BEM and costs less time when the same precision is achieved in most cases. Therefore, BFM
can be applied in cathodic protection problems to improve the efficiency and accuracy.
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Abstract
Economic efficiency must be considered in ship concept design. There are many uncertain
internal and external factors in the ship design process. This paper concentrates on the
optimization of a ship’s economic performance while considering the influence of
uncontrollable factors on the output response. Firstly, the economic-objective function and the
mathematical optimization model of a bulk carrier are established, and design space and
constraints are proposed. Secondly, two algorithms are adopted to perform deterministic
multi-objectives optimization. Thirdly, sensitivity analysis of the design parameters is
conducted as well as the output response uncertainty analysis based on Monte Carlo
simulations. The results reveal that, when random variables obey a specific distribution, the
corresponding distribution of uncertainty effects will also exist in the output response.
Therefore, the necessity of uncertainty analysis in parametric ship concept design is verified.

Keywords: Ship design, economic, Optimization design, Uncertainty analysis, Monte Carlo
simulation

1 Introduction
The economy of a ship, which is one of its most important properties, is usually set as a
design objective in the concept optimization design. Nowadays, research of ship concept
design and hull form optimization has accumulated many achievements involving various
design objectives, design variables, and optimization systems [1-3], which embody the
development ideas of ‘from simple to complex’ and ‘from coarse to fine’.
There are various internal and external parameters that cannot be precisely described or
obtained in the process of ship optimization design. These parameters usually participate in
calculations as constants. Inevitably, these parameters fluctuate all the time according to
probability distributions. This fluctuation makes the output response uncertain. Since this
uncertainty would be magnified by continuous iterative optimization, the influence of these
parameters has a practical significance on ship optimization design. In recent years, Diez
introduced uncertainty optimization design to ship hull design systems, and a series of studies
were conducted [4-6]. Diez [7] considered the uncertainty of the economic parameters of bulk
carriers, and a robust optimization study was carried out. However, the uncertain parameters
were only expressed in interval form; probability distributions and responses to the output
have not yet been studied.
In this paper, the bulk carrier conceptual design tool by Sen and Yang [8] is referenced and
redefined. An economic objective function and its mathematical model of the ship are
established, and design space and constraint conditions are defined. Two optimization
algorithms are adopted to conduct the economic multi-objectives optimization calculation.
Pointing to those internal parameters with random characteristics, sensitivity analysis and
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uncertainty analysis based on Monte Carlo simulations are carried out. As a result, the
response relationship between system output and random variables is obtained, which can be
used to guide future ship optimization design.

2 Establishment of optimization model

2.1 Optimization objective and derivation
The optimization function in this study can be divided into two parts: (a) a mathematical
model of hull cost based on the ship’s principal dimensions and form coefficient and (b) the
economic model of overall cargo shipping considering the other factors in operation.
Hull cost can be calculated based on steel weight, outfitting weight, and main power:

0.85 0.81.3(2000 3500 2400 )s h fC W W P   (1)

In this equation, Cs is the hull cost (pounds); Wh and Wf are the steel weight and outfitting
weight (t), respectively; and P is the main power of the ship (kW), which is calculated as
follows:
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Here, Δ is displacement (t), Vk is speed (kn), Fn is the Froude number, and Cb is the block
coefficient.
The weight of each part is calculated as follows:
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(3)

In these equations, L, B, and D are the length between perpendiculars, breadth, and depth (m),
respectively, and Wm is the mechanical and electrical equipment weight (t).
The main evaluation indexes are annual shipping cost, annual freight volume, and unit
shipping cost:

= /apt a aC C D (4)

In this equation, Capt is the unit transportation cost (pounds/t), Da is the annual freight volume
(t), and Ca is the annual shipping cost (pounds), which consists of three parts: shipping cost
(Cc), operation cost (Cr), and voyage cost (Cv). These are calculated as follows:
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(5)

Here, Cf and Cpo are fuel cost and port cost (pounds), respectively; RTPA is the number of
round-trips a ship travels in one year; Cd is the daily consumption of oil (t); ds is the number
of shipping days; Pf is the fuel price (pounds/t), where the default is 100; RTM is the ship’s
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single-trip mileage (n miles), where the default is 5,000; dp is the ship’s days in anchorage; Rh
is the cargo handling efficiency (t/day), where the default is 8,000; Dc is the cargo dead
weight (t); and DW is the dead weight of the ship (t). The latter is obtained as follows:

DW LW   (6)

Accordingly, the design variables of the optimization model in this study can be identified as:
length (L), breadth (B), depth (D), draft (T), speed (Vk), and the block coefficient (Cb).

2.2 Constraints
While evaluating and optimizing the economy of a ship, the technical performance of the
design should also be taken into account. Thus, it is necessary to propose constraints in the
optimization model, including dimension ratio, manoeuvrability, stability, and so on. These
constraints are defined as follows:

1 2
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(7)

In these equations, T1, T2, T3, and T5 are the dimension ratio constraints to ensure feasibility,
manoeuvrability, and stability; T4, T61, and T62 are the constraints for ship displacement; T7 is
the constraint for ship speed; and T8 is the constraint for ship stability and seakeeping.

3 Deterministic parametric optimization design
In order to obtain satisfactory designs with low unit-transportation cost and high freight
capacity, optimization objectives are set for the minimum unit-transportation cost (Capt) and
the maximum annual freight volume (Da). Two heuristic algorithms are adopted here to
achieve multiobjective optimization: adaptive simulated annealing (ASA) [9] and the
multi-island genetic algorithm (MIGA) [10]. These algorithms have superior performance for
nonlinear optimization problems. The parameters for the optimization model are shown in
Table 1.

Table 1. Description of deterministic optimization model
Objective：

▶ Minimum Capt and maximum Da

Design variables：
▶ L: [100, 400], initial value 217 (m) ▶ B: [10, 45], initial value 32.3 (m)
▶ T: [10, 15], initial value 12.5 (m) ▶ D: [10, 25], initial value 19.7 (m)
▶ Vk: [14, 18], initial value 14.5 (m) ▶ Cb: [0.63, 0.83], initial value 0.82 (m)

Constraints：
▶ T1–T8≥ 0

Constants：
▶ Pf: 100 (pound/t) ▶ RTM: 5000 (n mile) ▶ Rh: 8000 (t/day)

Optimization techniques：
▶ ASA ▶ MIGA
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The main internal parameters of ASA and MIGA are set as follows: the maximum number of
generated designs is 500, the relative rate of parameter annealing is 1.0, the convergence
epsilon is 1e-8, the subpopulation size is 20, the number of islands is 10, and the number of
generations is 10. The optimization results are shown in Figure 1.

(a) ASA (b) MIGA
Figure 1. Multiobjective optimization results graphs

Generally, the feasible solution is centralized, and the frontiers are very concentrated with a
clear Pareto frontier. The point distribution of the MIGA in the optimization process is
relatively more concentrated and uniform in its concentrated area. By comparison, ASA is
more uneven in the optimization process: in addition to the concentration of several lines, the
focus is almost exclusively on the range of 10~12 on the Cpat axis and 1,200,000~1,250,000
on the Da axis. With this kind of optimal result, designer can select some excellent plans
based on the frontier curve and carry out detailed design for the next step.

4 Uncertainty analysis

4.1 Sensitivity analysis
In order to analyse the influence of variable changes on the outputs, it’s necessary to perform
a sensitivity analysis of the design variables (L, B, D, T, Vk, and Cb) and the important
constants (Pf, RTM, and Rh) toward the optimization objective.
One experiment’s design technique is adopted here: the Latin hypercube design, in which the
engineer has total freedom in selecting the number of designs to run. A total of 1,200 points
are generated for the Latin hypercube. The main effect and Pareto contributions of Capt and Da
are shown in Figures 2~5, which reflect the degree each input has an effect on each output.

Figure 2. Capt main effect graph Figure 3. Da main effect graph
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Figure 4. Capt Pareto graph Figure 5. Da Pareto graph

According to Figures 2 and 4, the parameters that influence Capt the most are RTM, Vk, Rh, and
Pf, and all of their contributions exceed 10%. According to Figures 3 and 5, the parameters
that influence Da the most are L, RTM, Rh , and B, and their contributions also exceed 10%.
Therefore, uncertainty in the important constants, such as Pf, RTM, and Rh, would lead to
uncertainty in the output and affect the whole optimization design.

4.2 Uncertainty analysis
To analyse the uncertainty influence, a Monte Carlo simulation (MCS) was adopted [11]. In an
MCS, the probability distribution of random variables is known. Through random sampling,
the probability distribution of a system’s response can be estimated, and the contribution of
each random variable to the response results can be obtained.
There are two sampling techniques in an MCS: simple random sampling and descriptive
sampling. Compared to the former, descriptive sampling reduces the variance of the statistical
estimates derived from the population data. Descriptive sampling also ensures the quality of
statistical analysis with less sampling and simulation time, so it becomes a more
representative method and so is used in this study. The uncertainty analysis model is shown in
Table 2.

Table 2. Uncertainty analysis model
Objective：

▶ Uncertainty influence on the optimization object
Design variables：

▶ L: 217 (m); ▶ B: 32.26 (m); ▶ D: 19.7 (m);
▶ T: 12.5 (m); ▶ Cb: 0.82; ▶ Vk: 14.5 (kn);

Uncertainty factors:
▶ Pf, Normal, μ=100 (Pound/t), σ=1%*μ
▶ RTM, Normal, μ=5000 (n mile), σ=1%*μ
▶ Rh, Normal, μ=8000 (t/day), σ=1%*μ

Constraints：
▶ T1–T8≥ 0

Analysis Method
▶ Monte Carlo simulation: descriptive sampling

The maximum number of simulations is set at 10,000, and then a normal distribution
simulation of three uncertain parameters (Pf, RTM, and Rh) is conducted. Their effects on the
result optimization object (Capt, as a more important factor to be considered,) are calculated
independently. A histogram is then drawn of the frequency distribution and the frequency
fitting curve according to system response parameters, a normal distribution hypothesis test is
conducted, and the normal distribution curve is drawn. The influence of different parameters
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on the response uncertainty can then be analysed comparatively. The results of the uncertainty
analysis by MCS are shown in Figure 6.

(a) Pf (b) Rh (c) RTM
Figure 6. Distribution of Capt when a single parameter obeys normal distribution

A normal hypothesis test is then done. The related results and parameters are shown in Table 3.
The statistical results of the system response, Capt, are shown in Table 4.

Table 3. Results of the normal hypothesis test

Input parameters
Rh obeys normal

distribution
separately

RTM obeys normal
distribution
separately

Pf obeys normal
distribution
separately

Test statistics 920.9634 1.1631 1.9229
Critical value 5.7458 6.1611 5.7143

H 1 0 0
Capt obeys normal

distribution? No Yes Yes

P 0 0.5570 0.3790

Table 4. Statistical results of system response, Capt

Statistical indicators
Rh obeys normal

distribution
separately

RTM obeys normal
distribution
separately

Pf obeys normal
distribution
separately

Expectation (E) 8.589 8.556 8.559
Standard deviation (S.D) 0.343 0.428 0.109

S.D/E 0.0399 0.0500 0.0127
Skewness 2.87E-02 2.51E-03 4.48E-05
Kurtosis 5.79E-02 9.87E-02 4.32E-04

The distribution of the system response parameters can be compared directly through the ratio
of standard deviation to expectation. The ratio for Rh, RTM, and Pf is 0.040, 0.050, and 0.013,
respectively, showing that the fluctuation of the system response parameter, Capt, is more
obvious with the random variable RTM.
As is shown, when random variables Pf and RTM obey normal distribution, the distribution of
Capt also strictly obeys normal distribution. When Rh alone obeys normal distribution, Capt can
also be approximated as a normal distribution. However, by comparing the standard-
deviation-to-expectation ratio of the three groups of data, it can be seen that the fluctuation of
the system response caused by RTM is more obvious.
Therefore, when the uncertainty of parameters is considered in ship design, different
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uncertainty parameters have different effects. The more-obviously-effect factors should be set
in a more clearly pattern (probability distribution or interval, with accurate description), while
the remainder can be set in an approximate range.

5 Conclusion
This research focuses on economic ship optimization design and its uncertainty analysis due
to the fluctuation of internal parameters. Through the above simulation, calculation, and
analysis, the response relationship between system output and random variable input is
obtained, which can be used to guide the optimal design of actual ship optimization. The
following conclusions are drawn:
(1) The uncertainty analysis based on MCS with descriptive sampling can clearly depict the
impact of uncertain parameters on output response, thus the research conducted could
hopefully promote the development of uncertainty optimization ship design.
(2) Different uncertainty parameters have different effects on the output response, thus they
should be considered separately in ship design.
(3) Further studies can be conducted to investigate the properties of uncertain parameters and
the applicability of uncertainty optimization algorithms with uncertainty.
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Abstract

This study presents a novel numerical procedure for kinematic yield design of periodic het-
erogeneous microstructures. The fluctuating part of displacement field is approximated using
stabilized radial point interpolation method (RPIM). Taking advantage of truly mesh-free ap-
proximation and second order cone programming (SOCP), the resulting optimization problem
formulated on a representative volume element (RVE) can be efficiently solved. The macro-
scopic strength domains at limit state and failure mechanisms associated with different load
cases are obtained. Several numerical examples are investigated to perform the computational
aspect of proposed method.

Keywords: Computational homogenization analysis, limit analysis, radial point interpolation
method, second order cone programming.
1 Introduction

Composite and heterogeneous materials are increasingly used in practical engineering, and the
prediction of their effective mechanical response plays a crucial role in safety assessment as well
as structural design. Various mathematical theories of homogenization have been developed to
obtained the mechanical behaviors of heterogeneous media, involving the multiple scale na-
ture. Well-known as the most suitable treatment for composites with periodic microstructures,
the computational homogenization approach [3], based on the solution of two boundary value
problems in macroscopic and microscopic scales, has been widely exploited in recent years.
In framework of limit analysis for periodic microstructures, the first formulation has been pro-
posed in [4]. Then, the theory was extended to fiber-reinforced composite using Drucker-Prager,
Mohr-Coulomb or von Mises yield criterion by [5, 6]. The first numerical implementation was
developed in [7] with the use of finite element method and linear mathematical programming.
A static finite element formulation for analysis of isotropic microstructures in three-dimensions
was developed by [8, 9]. Similarly, a pseudo-lower bound formulation for periodic composite
and heterogeneous materials using the nonlinear programming was presented in [10]. The kine-
matic approaches in combination with nonlinear algorithms, for which both of isotropic and
anisotropic materials obeying the von Mises or elliptic yield criterion were considered, have
been reported in [12, 13, 14, 15, 16]. In order to improve the computational aspect, a kine-
matic formulation combined with second order cone programming for periodic materials were
proposed in [17, 18].

In this study, a novel computational homogenization approach for upper bound limit analysis
of microstructures using stabilized radial point interpolation method is developed. The stability
conforming nodal integration (SCNI) technique proposed in [20] is employed to improve the
computational effect of the numerical formulation. In addition, the plastic dissipation will be
transformed into the form of a sum of norms and the resulting optimization are then formulated
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as conic programming. The benchmark numerical examples will be investigated to test the
performance of proposed method.
2 Kinematic limit formulations for computational homogenization analysis of materials

Consider a heterogeneous representative volume element (RVE) Ω ∈ R2 subjected to the body
force f , the surface load t on the static boundary Γt and fixed by the displacement field u on
the kinematic boundary Γu. The local fields for microscopic structures are decomposed into a
mean part and a fluctuation part as follows

u = E ·X + ũ (1a)
ε = E + ε̃ (1b)
σ = Σ + σ̃ (1c)

where u, ε and σ denote displacement, strain and stress fields; Σ and E are the overall stress
and strain; ũ, ε̃ and σ̃ are the fluctuation parts of displacement, strain and stress rate; matrix X
consists of the position components of each material point in the computational domain.

Note that, at micro-scale, the fluctuate displacement and stress fields must satisfy the periodic
and anti-periodic conditions on boundaries

ũ(x+) = ũ(x−), on Γu (2a)
t(x+) = −t(x−), on Γt (2b)

where ũ(x+) and ũ(x−) are the fluctuation displacement field, t(x+) and t(x−) are the traction
field of positive and negative boundaries, respectively. As a result, the average of ε̃ and σ̃ over
the RVE should vanish, meaning that

〈ε̃〉 = 0; 〈σ̃〉 = 0 (3)

where the operation 〈·〉 stands the volume average of fields over the RVE.

Denoting |Ω| for the area of RVE, the overall quantities can be calculated via the average rela-
tions

E ≡ 〈ε〉 = 1
|Ω|

∫
Ω

εdΩ; Σ ≡ 〈σ〉 = 1
|Ω|

∫
Ω

σdΩ (4)

For any admissible velocity and stress field satisfying the periodic and anti-periodic conditions,
the principle of macroscopic virtual work can be expressed as

〈σ : ε〉 = Σ : E (5)

Denoting X and Y for the appropriate spaces of statically admissible stress state and kinemat-
ically admissible velocity state, respectively. Solving one of following optimization problems,
the exact collapse multiplier will be obtained

λexact = max{λ | ∃σ ∈ B : a(σ,u) = λF (u), ∀u ∈ Y } (6a)
= max

σ∈B
min
u∈C

a(σ,u) (6b)

= min
u∈C

max
σ∈B

a(σ,u) (6c)

= min
u∈C

D(u) (6d)
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where C = {u ∈ Y | F (u) = 1}; B = {σ ∈ X | ψ(σ) ≤ 0}; the plastic dissipation rate
D(u) and the external work F (u) can be expressed in terms of σ and u as follow

D(u) = max
σ∈B

a(σ,u) (7a)

F (u) =
∫

Ω
fTudΩ +

∫
Γt

tTudΓ (7b)

It is worth noting that most of yield criterion can be expressed in the following form

ψ(σ) =
√

σTPσ − 1 (8)

where P is the coefficient matrix consisting of strength properties of materials. Using von Mises
criterion, which is frequently applied for isotropic materials, matrix P for plane stress problem
can be expressed as

P = 1
σp

 1 −1/2 0
−1/2 1 0

0 0 3

 (9)

where σp is the yield stress of material.

In framework of limit analysis, the power of dissipation can be formulated in terms of strain
rates assumed to obey the normality rule as

D(ε) =
∫

Ω

√
εTΘεdΩ =

∫
Ω

√
(E + ε̃)T Θ (E + ε̃)dΩ (10)

where Θ = P−1.

In the absence of body force f , the external work can be obtained by applying the principle of
virtual work as

F (u) =
∫

Γt

tTudΓ = ΣTE = 1 (11)

The kinematic approach in framework of limit analysis for computation homogenization de-
scribed in [11, 12, 13, 15, 16, 18] will be taken into account in this paper. The upper bound
limit formulation for a periodic microstructure can be expressed as

λ+ = min
∫

Ω

√
εTΘεdΩ (12a)

s.t
{

ΣTE = 1
ũ periodic on Γu

(12b)

The upper bound of macroscopic limit strength λ+Σ will be determined by solving the nonlinear
problem described by Eq. (12). It should be note that only continuous velocity fields are
considered in this study. For the cases when the velocity fields are assumed to be discontinuous,
the dissipated power generated by discontinuities must be taken into account.
3 Stabilized radial point interpolation method

Consider a set of scattered nodes xTQ = [x1, x2, ..., xN ] within a closed domain of are Ω, the
approximate function obtained by interpolating pass-through nodal value is expressed as

uh(x) = R(x)a + p(x)b (13)
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where aT = {a1, a2, ..., aN } and bT = {b1, b2, ..., bM} are the coefficient vectors associating
with radial basis function (RBF) R(x) and polynomial basis function (PBF) p(x); N and M
are number of terms in R(x) and p(x), respectively.

Enforcing uh(x) at scattered nodes in problem domain, the matrix form of Eq. (13) can be
expressed as follows

U = RQa + PMb (14)

where RQ is given by

RQ =

 . . . . . . . . . . . .
RI(r1) RI(r2) . . . RI(rN )
. . . . . . . . . . . .


N ×N

(15)

with rk = ||xk − xI || is the distance from node I th to node xk ∈ xQ. The best ranked RBF
function in terms of accuracy so-called multi-quadric (MQ) is employed in this study

RI(rk) =
√
r2
k + (αsdI)2 (16)

where αs > 0 is the shape parameter, dI is the minimal distance from node I th to its neigh-
bors within the influence domain limited by the circle of radius βsdI , in which βs denotes the
influence parameter.

To guarantee the unique property of approximate function, the PBF term must satisfy following
condition

PT
Ma = 0 (17)

Combining Eqs. (14) and (17), we obtains

G
{

a
b

}
=
{

U
0

}
(18)

where

G =
[
RQ PM

PT
M 0

]
(19)

The coefficient vectors a and b can be determined by an efficient manner presented in [19] as

a = χaU; b = χbU (20)

where

χa = R−1
Q [1−PM χb] = R−1

Q −R−1
Q PM χb (21a)

χb = [PT
MR−1

Q PM ]−1PT
MR−1

Q (21b)

The approximate function in Eq. (13) can be now rewritten as

uh(x) = [R(x)χa + p(x)χb]U =
N∑
I=1

ΦI(x)uI (22)

where ΦI denotes RPIM shape function at node I th, for which the related values of shape
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function and its partial derivatives for node xk can be calculated as follows

Φk =
N∑
I=1

RIχ
a
Ik +

M∑
J=1

pJχ
b
Jk; (23a)

∂Φk

∂x
=

N∑
I=1

∂RI

∂x
χaIk +

M∑
J=1

∂pJ
∂x

χbJk;
∂Φk

∂y
=

N∑
I=1

∂RI

∂y
χaIk +

M∑
J=1

∂pJ
∂y

χbJk (23b)

It is interesting to note that RPIM shape function satisfies Kronecker delta property; conse-
quently, the essential boundary condition in problems can be easily imposed in the similar way
to finite element method.

To improve the computational effect and ensure the truly mesh-free features of RPIM approx-
imation, the stabilized conforming nodal integration (SCNI) scheme introduced in [20] is em-
ployed in this study. The idea of SCNI is that strains will be smoothed over the nodal represen-
tative domain, detail calculation can be found in [20, 21]. The smoothed derivatives of shape
function can be computed by

Φ̃I,α(xJ) = 1
aJ

∮
ΓJ

ΦI(xJ)nα(x)dΓ = 1
2aJ

ns∑
k=1

(
nkα L

k + nk+1
α Lk+1

)
ΦI

(
xk+1
J

)
(24)

where Φ̃ is the smoothed version of Φ; aJ is the area of representative domain ΩJ ; ns is number
of edges bounded ΩJ ; xkJ and xk+1

J are the coordinates of the two end points of boundary
segment ΓkJ having length Lk and outward surface normal nk.
4 Stabilized RPIM-based discrete formulation

In kinematic formulation, the fluctuation terms of displacement field ũh(x) and fluctuation
strain ε̃(x) can be approximated using RPIM method as

ũh(x) =
N∑
i=1

Φi(x)ũi = Nd (25a)

ε̃(x) =
N∑
i=1

Φ̃i,α(x)ũi = Bd (25b)

where N denotes the RPIM shape function; B is the strain matrix consisting of the smoothed
shape function derivatives; and d is the nodal displacement vector.

The plastic dissipation work can be computed using nodal integration as

Dp(ε) =
N∑
i=1

σpAi
√

(E + Bd)TΘ(E + Bd) (26)

where σp is the yield stress of material; Ai is the smoothed area of node ith.

Introducing the additional variable ρ such that

ρi = QT (E + Bd), i = 1, 2, . . . ,N (27)

where Q is the Cholesky factor of Θ, the internal dissipation power can be expressed in form
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of sum of norms as

Dp(ε) =
N∑
i=1

σpAi‖ρi‖ (28)

where ‖.‖ denotes the Euclidean norms.

Denoting Γ+ and Γ− for the positive and negative boundaries of RVE, the periodic feature of
fluctuation field is enforced as follows

ũ(x+)− ũ(x−) = 0 (29)

where {x+,x−} denotes a pair of nodes on opposite boundaries. The periodic condition can be
then rewritten in matrix form as

Cd = 0 (30)

Finally, introducing the auxiliary variables (t1, t2, . . . , tN ), the optimization problem is formu-
lated as conic programming as follows

λ+ = min
N∑
i=1

σpAi‖ρi‖ (31a)

s.t


ΣTE = 1
Cd = 0
‖ρi‖ ≤ ti, i = 1, 2, . . . ,N

(31b)

5 Numerical examples

In this section, several microscopic structures, for which the numerical solutions are available,
are investigated to test the performance of proposed method. In all problems, the RVE is con-
sidered with the size of a × a = 1 × 1 mm, and subjected to the overall in-plane stresses
(Σ11,Σ22) forming with x1-axis an angle ϕ. The materials are assumed to be isotropic in plane
stress state and governed by von Mises yield criterion. The resulting optimization problems are
solved using Mosek software package on a 2.8 GHz Intel Core i7 PC running Window 10.
5.1 Perforated material with a central circular hole

In this example, a perforated material with a central circular void, as shown in Fig. 1(a), is
considered first. The matrix material is mild steel (St3s) with yield stress σp = 273 MPa. The
computational domain and nodal discretization are presented in Fig. 1(b).

Various ratios of R/a are investigated to exam the effect of hole size on macroscopic strength.
For the load case of Σ11 = 1 and Σ22 = 0, the numerical solutions associating with inclined
angles ϕ = 0◦ and ϕ = 45◦ are respectively summarized in Table 1 and plotted in Fig. 2. The
yield surfaces related to different values of ratio R/a and loading angle ϕ are also performed
in Fig. 3. Obviously, the macroscopic strength decrease when increasing volume of the void.
The problem has been also numerically investigated in [12, 17] using kinematic finite element
method, and in [18] using kinematic stabilized iRBF mesh-free formulation. Generally, present
solutions are slightly lower than those in [12] and in good agreement compared with those in
[17, 18].

The distributions of dissipation power for RVE with circular holes subjected to uniaxial load
(Σ11 = 1,Σ22 = 0) are plotted in Fig. 4.
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(a) Geometry and loading (b) Nodal discretization

Figure 1: Perforated RVE with circular hole.

Table 1: Perforated RVE with circular hole: uniaxial strength Σ11/σp

R/a Vf (%)
ϕ = 0◦ ϕ = 45◦

RPIM iRBF in [18] RPIM iRBF in [18]
0.1 3.14 0.8592 0.8441 0.8045 0.8029
0.2 12.57 0.6782 0.6780 0.5847 0.5829
0.3 28.27 0.4403 0.4402 0.3750 0.3706
0.4 50.27 0.2122 0.2118 0.1703 0.1691

Vf : hole volume fractions.
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(b) ϕ = 45◦

Figure 2: Perforated RVE with circular hole: uniaxial strength for various values of
(R/a,ϕ).

5.2 Fiber-reinforced composite material

In this example, a fiber-reinforced metal matrix composites, as shown in Fig. 5, is considered.
Denoting σp for yield strength of the matrix, the yield stress of fiber is given to be 20σp; and a
perfect bond between matrix and fiber is assumed.

Under biaxial in-plane loads (Σ11,Σ22), the macroscopic strength domain and distribution of
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Figure 3: Perforated RVE with circular hole: macroscopic strength domain with different
values of of (R/a,ϕ).

(a) ϕ = 0◦ (b) ϕ = 45◦

Figure 4: Perforated RVE with regular hole arrangements (Σ11 = 1,Σ22 = 0): distribu-
tions of plastic dissipation at limit state.

dissipation power for the case of Vf = 20% and ϕ = 0◦ are plotted in Fig. 6. From the
solutions seen in Fig. 6(a), it can be observed that present results are in good agreement in
comparison with the numerical those reported by [14, 17]. The plastic zone occurs within the
weak phase, i.e. the matrix ones, and concentrates at the interface between two materials.
6 Conclusions

A kinematic mesh-free formulation based on computational homogenization theory for yield
design of microstructures has been presented in this study. The fluctuation displacement field
is approximated using stabilized radial point interpolation method. By means of SCNI and
SOCP, the resulting optimization problems are formulated in minimum size, leading to the
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Figure 5: Fiber-reinforced composite material.
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Figure 6: Fiber-reinforced composite (Vf = 20%,ϕ = 0◦).

reduction of computational effort. The periodic boundary conditions of RVE are easily imposed
owing to the Kronecker delta property of RPIM shape function. Several numerical examples
have been investigated; and the good agreement in comparison with other studies demonstrates
the computational efficiency of proposed method. This study focuses on problems in plane
stress state only; the two- and three-dimension RVEs in plane strain state with more complicate
constitution and material distribution are extended in future works.
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Abstract
This paper presents a large-scale 2-D numerical simulation of wave-structure interactions
using IH2VOF which is one of the most advanced RANS models. A non-conventional
seawall structure was deployed on Vietnam's coastline as a case study. The value of mean
wave overtopping discharge is used to evaluate the hydraulic performance of such
construction. It is one of the most significant factors to consider while assessing the feasibility
of proposed designs. For novel structure design with complex shape, it is inconvenient to
adopt the traditional methods like empirical formulae, or the current approaches using
machine leaning algorithms due to the geometrical difference. Therefore, numerical
modelling is considered for analyzing such types of structure as a supplement to the
experimental study. The reliability of numerical model initially is validated by experimental
data, and theoretical results as well. Thereafter, the large-scale numerical model of wave-
structure interaction is conducted with various wave conditions. The good agreement is found
when comparing the numerical results to empirical solution and prediction methods using
neural networks. Hence, the numerical set-up model and calibration for this problem are
proposed.
Keywords: coastal structure, wave overtopping, RANS models, VOF method.

Introduction

Seawall is important coastal protection construction that prevent coastal damage from tides
and sea waves attacks. Overtopping has been identified as one of the main causes of coastal
failure in a number of studies, making overtopping research important for coastal design.
Saville conducted a number of physical model experiments on regular wave run-up and
overtopping on sloping revetment in the early 1950s [1]. Following that, Owen and Van der
Meer conducted more comprehensive model testing on a variety of overtopping influencing
variables, and their empirical equations have become important standards and references for
coastal engineering[2-4]. However, these empirical formulations are becoming increasingly
difficult to adapt to novel design conditions due to complicated coastal structure profiles and
extreme wave attacks. As a result, specific physical model tests, which are undoubtedly costly
and time-consuming, must be carried out for such scenario.

More numerical models are being used to study wave-structure interactions, including wave
overtopping, thanks to advancements in wave theory and computation technology. Kobayashi
et al. computed wave overtopping against a sloping dike using the nonlinear shallow water
equation and compared their results to Saville's experimental data [5]. Hu et al. also employed
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the AMAZON model, which is based on the improvement of shallow water equation [6]. In
addition, Soliman and Garcia et al. investigated overtopping using the Reynolds averaged
Navier-Stokes equation and the Volume of Fluid approach [7, 8]. In recent years, Smoothed
Particle Hydrodynamics, a revolutionary meshfree Lagrange treatment, has been widely used
in numerical modeling of free surface fluid, particularly in single phase and multiphase
hydrodynamic problems with substantial deformation, complicated boundary, and material
interface [9, 10]. In a variety of situations, including coastal structures, vertical breakwaters,
and other ocean structures, the IH2VOF hydrodynamic model has been used to predict wave
run-up and overtopping. Because of their ease of use and low cost, empirical formulas based
on physical model testing are commonly used to forecast wave run-up and mean overtopping
discharge [11-13].

Numerical model

The IH2-VOF model, which is a two-dimensional model that describes water particle
movement by solving Navier-Stokes-type equations on a structured grid, is utilized in this
study. It tracks the free surface using the Volume of Fluid approach [14]. The IH2VOF user
manual and Lara et al. provide more details on the governing equations and numerical
techniques [15, 16]. In this section, the model set-up process and calibration are presented. It
should be noted that the numerical model in this study was developed at the prototype scale.
Boundary condition

Solitary, irregular, and regular waves may be generated at the boundary with IH2VOF. We
may import the wavemaker movement, the time series of the free surface elevation or specify
intended wave characteristics, and the model regenerates the time series of velocity and free
surface depending on the input. The first approach was utilized in model validation to mimic
the exact identical wave signals utilized in both the physical (see Figure 1&2). The movement
of wave paddle in experiment is assigned into numerical paddle in order to rebuild the wave
series for the boundary. For large-scale case study in this investigation, the dynamic wave-
paddle is utilized by specify the intended wave characteristics as listed in Table 1. In addition,
the wave paddle is also defined as an active wave absorb system to reduce the effect of
reflected waves.
The real scale two-dimensional geometry of structure is extracted from planning drawings of
project provided by BUSADCO [17] and defined in IH2VOF. To ensure the accuracy of wave
propagation, the distance from wave paddle to structure is about 2.5-3 times of wavelength.
The detail of model set-up as well as location of wave gauge are shown in Figure 7.

Meshing generation

In numerical model, meshing is an important aspect to guarantee the accuracy the
convergence of model. The ideas and conclusions of prior modeling research with IH2VOF,
such as Lara and Maza is considered while developing the model in this work [18]. For
instance, at least 10 cells per wave height and 100 cells per wavelength of the incident waves
are required for mesh generation. The final grid was determined based on a sensitivity
analysis of the grid resolution in order to achieve the highest level of accuracy in the shortest
possible time. The detail of meshing will be described for each problem in the following
sections.
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Model validation and application

The reliability of numerical model can be found in many studies in the literature. In this work,
numerical model is again validated by comparing with experimental results. The experiment
conducted in Universitat Politecnica de Catalunya, investigates the wave propagating and
pressure acting on a slope with vertical wall [19]. Experimental set-up such as water depth,
wave gauges position, etc. can be seen in Figure 1. The wave paddle movement in experiment
(see Figure 2) is assigned to numerical wave paddle for modelling. A uniform mesh is
generated based on the model domain which is dx=0.01m and dy=0.02m corresponding to
horizontal and vertical directions. The wave gauge WG#2 and WG#3 with 2.83m and 4.12m
far from wave paddle is chosen for analyzing the surface elevation as shown in Figure 3. The
water surface elevation performed by numerical model seems slightly smaller than the
experimental one, but a good agreement can be found visibly in term of wave propagation. It
is confident to adopting this numerical model in next steps.

Figure 1. Set-up of numerical for validation

-0,03
-0,02
-0,01

0
0,01
0,02
0,03

0 2 4 6 8 10

PistonA
m

pl
itu

de
, m

Time, s

Figure 2. Wave paddle movement used in experiment.
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Figure 3. Comparison of free surface elevation between experimental and numerical model at
wave gauge #2&#3.
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In this step, the performance of the model in predicting mean overtopping discharge on a new
seawall structure is investigated under regular in irregular wave attacks as listed in Table 1.
The total numerical domain is 100m of length and 15m of heigh. The distance from wave
generation boundary to structure is about 85m which is in range of 2.5-3 times of wavelength
as shown in Figure 7. Wave gauges are located at distances 20m, 40m, 60m, and 82m from
wave paddle for monitoring the water elevation. A gauge at distance 92.1m is used for
obtaining wave overtopping discharge. For stable and accurate modelling, a uniform mesh is
performed which follows the recommendations in previous studies. In particular, dx=0.1m
and dy=0.2m, resulting 500 cells and 150 cells corresponding to x-direction and y-direction,
respectively.
Firstly, the large-scale numerical model is validated against theoretical one in term of wave
propagation. For instance, a numerical wave tank without structure is modelled as shown in
Figure 4. The left boundary is defined as wave generation (both regular and irregular wave)
by specifying wave characteristics as well as is used as active wave absorption system to
absorb the reflected waves. The right boundary is defined as passive wave absorption system
to damp the incident waves. The total time of simulation is 200 seconds. As seen in the Figure
5, the result of water elevation at the wave gauge WG#3 is compared with the theoretical
regular waves. The well-agreement can be found visibly. For irregular wave, it is quite
difficult to reproduce the irregular wave exactly comparing to theoretical one, however the
shape and trend of numerical irregular wave well follows the theoretical one as shown in
Figure 6. Therefore, it is acceptable to procedure the analysis of wave-structure interaction
using this model.

Figure 4. Numerical wave tank for large scale model verifecation.

Figure 5. Comparison of free surface elevation between theoretical and numerical model at
wave gauge #3 for regular wave.

ICCM2021, July 4th-8th 2021

306



Figure 6. Comparison of free surface elevation between theoretical and numerical model at
wave gauge #3 for irregular wave.

Figure 7. Large-scale numerical model of case study in Vietnam

Figure 8. Snapshot of wave surface elevation at 40 second of simulation time.

Table 1. Wave condition used in modelling of case study.
Regular waves conditions

Parameter RE#1 RE#2 RE#3 RE#4
Hm (m) 1.35 1.50 1.95 2.10
Tm (s) 8.67 7.64 8.35 9.20

Irregular waves conditions
Parameters IR#1 IR#2 IR#3 IR#4
Hs (m) 1.68 1.78 2.07 2.36
Ts (s) 8.99 9.31 9.32 9.24

Result and discussion

The performance of the model in predicting mean overtopping discharge on a new seawall
structure is investigated under regular and irregular wave attacks. Figure 9 shows the example
of numerical result of water elevation captured at wave gauge #2 and wave gauge #3 for
regular wave cases. It is seen that numerical model maintain the regular of predefined waves.

Figure 9. Numerical results of free surface elevation at wave gauges #2 and #3 in case study.
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For comparison purpose, the empirical formula (EurOtop, 2018) for calculating the mean
overtopping wave discharge is used. The detail of formula and calculation can be found in the
EurOtop manual [20]. In addition, a recent approach which is based on machine learning
algorithms is also adopted [21]. Figure 10 and Figure 11 show the comparison of the
prediction of mean overtopping discharge for different methods under regular and irregular
wave, respectively. In general, the numerical results are well-agreed with empirical and neural
network ones. For small value of relative crest board (Rc/Hs) which is Hs is high, the
numerical results are quite not accurate. The reason may be that with the wave height being
too large, wave propagation is not able to take place smoothly in the low water depth flume.
In practice, a large wave height will correspond to a large water depth or a particular extreme
situation. The detail result of mean overtopping discharge predicted by various methods is
presented in Table 2.
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Figure 10. Comparison of mean wave overtopping discharge under regular wave conditions

for different methods in term of relative crest board ratio (a), and wave steepness (b).
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Figure 11. Comparison of mean wave overtopping discharge under irregular wave conditions

for different methods in term of relative crest board ratio (a), and wave steepness (b).
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Table 2. Comparison of the mean overtopping discharge for different approaches.

Test case Label Hs Ts
Empirical
formula

Neural network
prediction

Numerical model
(present study)

m s m3/s/s m3/s/s m3/s/s

Regular
waves

RE#1 1.35 8.67 0.00321 0.00586 0.00849
RE#2 1.50 7.64 0.00562 0.00656 0.01021
RE#3 1.90 9.20 0.03034 0.02823 0.03307
RE#4 2.10 9.24 0.04950 0.04852 0.07706

Irregular
waves

IR#1 1.68 8.99 0.01436 0.01760 0.01796
IR#2 1.78 9.31 0.02044 0.02435 0.02895
IR#3 2.07 9.32 0.04631 0.04671 0.05080
IR#4 2.36 9.24 0.08494 0.07714 0.05799

Conclusion

A numerical mesh-based method for modelling wave overtopping discharge on novel seawall
structure has been presented in this work. The model was firstly verified by using
experimental and theoretical results, then adopted to investigate the wave overtopping
discharge on a novel seawall structure.
The numerical results show that well-agreement can be found when comparing with other
methods, i.e., empirical and neural network-based solutions. It is noticed that for small ratio
of relative crest board (Rc/Hs) the numerical results are quite different from other approaches,
but the overall performance of model is acceptable. This brings out the promising applications
for such similar problems in further.

Acknowledgment

The authors acknowledge the financial support of VLIR-OUS TEAM Project,

VLIRUOS2017-2021 – 75900, funded by the Flemish Government.

References

1. Saville, T. Laboratory data on wave run-up and overtopping on shore structures.
1955.

2. Owen, M.W. and A. Steele. Effectiveness of recurved wave return walls. 1993.
3. van der Meer, J. and H. Janssen, Wave run-up and wave overtopping at dikes. 1995.
4. van der Meer, J., Technical Report Wave Run-up and Wave Overtopping at Dikes.

2002, Advisory Committee on Flood Defence, Delft.
5. Kobayashi, N. and A. Wurjanto, Wave Overtopping on Coastal Structures. Journal of

Waterway, Port, Coastal, and Ocean Engineering, 1989. 115(2): p. 235-251.
6. Hu, K., C.G. Mingham, and D.M. Causon, Numerical simulation of wave overtopping

of coastal structures using the non-linear shallow water equations. Coastal
Engineering, 2000. 41(4): p. 433-465.

7. Soliman, A.S.M., Numerical study of irregular wave overtopping and overflow. 2003.

ICCM2021, July 4th-8th 2021

309



8. Garcia, N., J.L. Lara, and I.J. Losada, 2-D numerical analysis of near-field flow at
low-crested permeable breakwaters. Coastal Engineering, 2004. 51(10): p. 991-1020.

9. Gingold, R.A. and J.J. Monaghan, Smoothed particle hydrodynamics: theory and
application to non-spherical stars. Monthly Notices of the Royal Astronomical
Society, 1977. 181: p. 375.

10. Monaghan, J.J., Smoothed particle hydrodynamics. Reports on Progress in Physics,
2005. 68(8): p. 1703-1759.

11. Neves, M., et al., Wave Overtopping of Póvoa de Varzim Breakwater: Physical and
Numerical Simulations. Journal of Waterway Port Coastal and Ocean Engineering-
asce - J WATERW PORT COAST OC-ASCE, 2008. 134.

12. Di Lauro, E., et al., Advantages of an innovative vertical breakwater with an
overtopping wave energy converter. Coastal Engineering, 2020. 159: p. 103713.

13. Inverno, J., et al., Numerical simulation of wave interacting with a submerged cylinder
using a 2D RANS model. Journal of Hydro-environment Research, 2016. 12: p. 1-15.

14. Hirt, C.W. and B.D. Nichols, Volume of fluid (VOF) method for the dynamics of free
boundaries. Journal of Computational Physics, 1981. 39(1): p. 201-225.

15. Lara, J.L., N. Garcia, and I.J. Losada, RANS modelling applied to random wave
interaction with submerged permeable structures. Coastal Engineering, 2006. 53(5): p.
395-417.

16. Torres-Freyermuth, A., J.L. Lara, and I.J. Losada, Numerical modelling of short- and
long-wave transformation on a barred beach. Coastal Engineering, 2010. 57(3): p.
317-330.

17. Ba Ria – Vung Tau Urban Sewerage and Development One Member Limited
Company (BUSADCO). Available from: www.busadco.com.vn.

18. Lara, J.L., et al., Large-scale 3-D experiments of wave and current interaction with
real vegetation. Part 1: Guidelines for physical modeling. Coastal Engineering, 2016.
107: p. 70-83.

19. Aller, A.B. Smoothed Particle Hydrodynamics model for civil and coastal engineering
applications. 2015.

20. van der Meer, J., et al., EurOtop: Manual on wave overtopping of sea defences and
related sturctures - An overtopping manual largely based on European research, but
for worlwide application (2nd edition). 2016.

21. van Gent, M.R.A., et al., Neural network modelling of wave overtopping at coastal
structures. Coastal Engineering, 2007. 54(8): p. 586-593.

ICCM2021, July 4th-8th 2021

310

www.busadco.com.vn


Optimization analysis of stiffened composite plate using iJaya algorithm

*Lam Phat Thuan¹, †Nguyen Hoai Son1, Nguyen Nhut Phi Long2, Nguyen Quan3, Doan
Dinh Thien Vuong1

1Faculty of Civil Engineering, HCMC University of Technology and Education (HCMUTE), Viet Nam
2 Faculty of Mechanical Engineering, HCMC University of Technology and Education (HCMUTE), Vietnam

3Faculty of Engineering – Technology, Pham Van Dong University (PDU),

* Presenting author: thuanlp@hcmute.edu.vn,
†Corresponding author: sonnh@hcmute.edu.vn,

Abstract
In this paper, an improved version of Jaya algorithm, called iJaya, is proposed to optimize the
fiber orientation of the stiffened composite plate. The improvement has been executed in the
selection step of the original algorithm, in which one-third of the next population is chosen by
the original procedure, while two-thirds are selected by the elitist technique. This way of
modification aims at effectively balancing the exploration and exploitation capabilities of the
algorithm and lead to the improvement in convergence rate. The improved algorithm is also
proven to effectively handle optimization problems with both continuous and discontinuous
variables.
The iJaya algorithm is then applied to solve the optimization problem of the stiffened
composite plate with the design variables are the fiber angles and the objective function is the
strain energy of the plate. The Numerical results obtained from solving optimization problems
show that iJaya outperforms some other methods and prove the effectiveness and the
efficiency of the proposed method.
Key words: Stiffened composite plate, improved Jaya algorithm, optimization analysis,
composite structure

1. Introduction

Optimization is a very potential field and has attracted the interest of many scientists. Over the
past decades, many optimal methods have been researched, developed, improved and applied
in many fields. The algorithms can be classified into two main groups: gradient-based and
popular-based approach. The gradient-based method group has the advantage of finding the
optimal solution quickly, however, the drawback is that the solution is easy to be trapped in
the local extrema. Moreover, they are limited to problems with continuous constraint and
objective functions. Some of the prominent algorithms of gradient-based groups include:
sequential linear programming (SLP) [1,2], sequential quadratic programming (SQP) [3,4],
steepest descent method, and Newton’s method. Population based methods are capable of
handling both contiguous and discrete variables and are easy to be implemented. Moreover, it
is able to avoid local extrema and reach the global optimization. Some of famous population-
based methods are: genetic algorithm (GA) [5], particle swarm optimization (PSO) [6],
differential evolution (DE) [7], artificial bee colony (ABC) [8] and Jaya algorithm, etc.
Among them, the Jaya algorithm recently proposed by Rao [9] and its variants have appeared
as one of the most efficient and effective algorithm. The Jaya algorithm has been applied in
many engineering optimization problems and has obtained very good computational
efficiency [10,11,12,13,14]. However, selecting the population of the next generation based
on the paired comparison as in the original Jaya algorithm may lead to the possibility that a
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good individual might be eliminated when paired with a stronger one and hence decrease the
convergence speed. On the other hand, selecting the next generation population based only on
the best individuals in the entire population would reduce the exploration of the algorithm and
therefore may results in a premature convergence.
In order to select good individuals while ensuring a balance between exploration and
exploitation, a new improved version of Jaya algorithm, called iJaya, is proposed in this paper.
In the iJaya algorithm, the population for the next generation is selected from two different
group with different selection techniques. This improvement of selection step aims at
effectively balancing between the exploration and exploitation capabilities of the algorithm,
and hence the convergence rate is improved, while the quality of the optimal solution is still
guaranteed
In another aspect, composite materials are increasingly used in many engineering fields
because of their superior properties compared to other materials [15,16]. Among many
composite structures used, the stiffened composite plate structure is one of the most prominent
and increasingly popular structure [17,18,19]. By combining the advantages of the composite
plate with the reinforcing beam, the stiffened composite panel is both high bending strength
and lightweight. Thanks to its high applicability in the fields of aerospace, construction,
engineering, etc, it is essential to optimize the design of the stiffened composite plate structure
to save costs and increase efficiency. However, due to the difficulty of computing the
behavior of such a complex structure, finding the optimal design also requires an efficient and
highly accurate algorithm.
In this paper, the iJaya algorithm will be applied to solve a number of unconstrained and
constrained optimization problems of stiffened composite plate structures including: fiber
angle and thickness optimization problems. The solutions obtained from the iJaya algorithm
will be compared with the reference solutions to prove the efficiency and accuracy of the
proposed algorithm.

2. Brief introduction on stiffened composite plate

Figure 1. Model of a stiffened composite plate

 Stiffened composite plate are created by combining a composite panel with one or more
composite beams as in Figure 1.

 The composite beam used in this structure is a Timoshenko beam and serves as a stiffener.

 The neutral plane of the beam and plate is spaced by a distance e

 The beam-plate structure is modeled by FEM based on a set of nodes. Each node of the
plate element has five degrees of freedom (DOF) and is represented by the vector

[ , , , , ]  T
x yu v wd , where , ,u v w and , x y are the displacements at the middle of the

plate and the rotations around the y-axis and x-axis, respectively. Each node of the beam
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also has the DOF [ , , , , ]  T
st r s z r su u ud , where, , ,r s zu u u are centroid displacements of

beam and , r s are the rotations of the beam around r-axis and s-axis.

 For static analysis, the global equations governs the behavior of the stiffened composite
plate is     K d F and can be found in [20]

3. Improvement of Jaya algorithm

3.1 The original Jaya algorithm
Jaya is a simple yet powerful population-based optimization algorithm, first time proposed by
Rao [9] in 2016, for solving constrained and unconstrained optimization problems. This
algorithm is based on the concept that the optimal solution for a given problem should move
closer to the best solution and should avoid the worst solution. The Jaya algorithm requires
only the common control parameters and does not require any algorithm-specific control
parameters. Jaya algorithm includes in three simple steps: initialization, modification and
selection. The Figure 2 shows flowchart of the original Jaya algorithm.

Figure 2. Flowchart of the original Jaya algorithm
First, a population of Np individuals is randomly initialized in the search space. Each
candidate is a vector consisting of n design variables 1 2( , ,..., )nx x x x with values in the upper
and lower bounds:

 , , , ,[0,1] , (1, 2,..., ), (1, 2,..., )l u l
j i j i j i j i px x rand x x j n i N      (1)

where ,
l
j ix and ,

u
j ix are the upper and lower bounds of the design variable jx ;

[0,1]rand generates a random number within the interval [0,1].

NoYes

YesNo

Initialize Population:
size, variables, stopping criterion

Identify: best & worst solutions

   '
, , , , 1, , , , , , 2, , , , , ,j i k j i k j k j best k j i k j k j worst k j i kx x r x x r x x      

Modify the solutions

Is the solution corresponding to '
, ,j i kx

better than that corresponding to , ,j i kx

Accept and replace
the previous solution

Keep
the previous solution

Is the stopping criterion satisfied?

Report the optimum solution
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Let f(x) be the objective function of the optimization problem. The fitness of each candidate in
the population is then evaluated via the values of f(x). The best ( esb tx ) and the worst ( worstx )
candidates denote the individuals with the best and worst fitness function values in the
population entire, respectively. If , ,j i kx is the value of the jth variable of ith candidate in the

kth iteration, then a new vector '
, ,j i kx will be generated by stochastically modifying , ,j i kx as

follows:

   '
, , , , 1, , , , , , 2, , , , , ,j i k j i k j k j best k j i k j k j worst k j i kx x r x x r x x       (2)

where , ,j best kx and , ,j worst kx are the values of jth variable corresponding to the best ( ) and the
worst candidate in the entire population at kth iteration. 1, ,j kr and 2, ,j kr are the random

numbers in the range of [0,1]. the term  1, , , , , ,j k j best k j i kr x x  indicates the tendency of the

design variable moving closer to the best solution and the term  2, , , , , ,j k j worst k j i kr x x  shows

the tendency of the solution moving away from the worst one.

At the final step, the objective function values calculated from , ,j i kx and '
, ,j i kx will be the

criterion for choosing which candidate will be held for the next generation. All accepted
candidates at the end of iteration are maintained and become the input to the next iteration

' '
, , ,

, 1
,

  if ( ) ( )
               otherwis

i k i k i k
i k

i k

x f x f x
x

x e

  


(3)

3.2 The improvement of Jaya algorithm

In the original Jaya algorithm, the population of the next generation is selected by comparing
individual pairs (paired comparison) based on their fitness function values. This results in a
good individual being disqualified when compared to a stronger individual in the population.
This means that an individual that loses in one pair can outperform the winner in another.
On the other hand, selecting the next generation population based only on the best individuals
in the entire population would reduce the exploration of the algorithm and therefore may
results in a premature convergence. In order to select good individuals while ensuring a
balance between exploration and exploitation, a new 2-step modification of optimization
procedure is proposed.
In that, the population of the next generation is firstly separated into two different groups.
Specifically, the first group holds one-third of the population size (N/3) and the rest of them
(2N/3) belongs to the second group. Secondly, for each group of population, different
selection techniques are applied to choose the suitable candidates for the next generation.
When the algorithm reaches the selection step, one-third of the individuals of the next
population set are selected in the first group using a paired comparison technique as in the
original Jaya algorithm. Meanwhile, the rest of the next population are selected from the
second group using the elitist procedure [21].
Particularly, two third of the parent population and offspring population are combined and
haft best individuals of them are selected for the next generation based on their fitness values.
The modification of selection step can be illustrated as in Figure 3. This algorithm can ensure
the balance between the exploration and exploitation capabilities effectively and effectively
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help increase the convergence speed of the algorithm.

Figure 3. Improvement of selection phase of the original Jaya algorithm
4. Numerical results
In this section, an improved version of Jaya algorithm (iJaya) will be applied to solve two
problems of stiffened composite plate to verify the efficiency and accuracy of the algorithm.
In the first problem, iJaya algorithm is applied to find the optimal fiber angle of the reinforced
composite plate to achieve the minimum objective function of strain energy. In the second
problem, the objective function to be optimized is the weight of the stiffened composite plate
with the design variable being the thickness of the composite plate and reinforcement beam.
The obtained results are compared with the reference solutions to analyze the efficiency,
accuracy and the convergence rate of the algorithm.
To facilitate the investigation of example problems, models and parameters of stiffened
composite plate will be briefly presented as below:

 Two types of plates studied in this section are square and rectangular plates reinforced in
the X, Y or X-Y directions. All the plate models are under simply-supported condition.

 Figure 4 illustrates a model of an X-direction reinforced composite plate with basic
dimensional parameters. Composite plate has the thickness t and the lengths in two
directions x, y are lx and ly, respectively.

Figure 4. Parameters of a stiffened composite plate

 The composite beam has cross-sectional dimension h x r, where h is the thickness and r is
the beam width. The length of the beams in optimization problems of this section is lx and
ly corresponding to the cases of reinforcement in the X and Y directions.

4.1 Fiber orientation optimization of stiffened composite plate using iJaya
In this section, the fiber orientation optimization of two models of square and rectangular
stiffened composite plate are studied to verify the accuracy and the effectiveness of iJaya
algorithm. In both cases, the stiffeners are set in X-direction as in Figure 5. The objective
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function of the problem is chosen to be the strain energy of the plate.

Figure 5. Models of square and rectangular stiffened composite plates
The optimization problem can be described as follows:

1min
2

subject to 0 180,

 

  

T

i i = 1,...,4
θ

U d Kd
(4)

U is strain energy

i is fiber orientation of ith layer

 Optimal results of the fiber direction for both cases are presented in Table 1. The design
variables used in the problem include both continuous and discrete variables (integers).

 The results reveal that the solutions obtained by the iJaya agree well with those by the
SQP [4], DE [22] and Jaya. The strain energy obtained from the iJaya in two cases is
better than that of the SQP in the paper of T. Nguyen-Thoi [2], 6183.1 to 6363.8 for the
square plate and 30366 to 31471 for the rectangular plate.

 In terms of computational time, the iJaya method also outperforms the DE and Jaya
methods especially for the case of rectangular plate. In this case, the computational cost
of iJaya is just 4462 seconds in comparison with 6217 and 7762 of Jaya and DE,
respectively.

 Moreover, when comparing the results obtained by using continuous and discrete
variables, it is clear that optimization solutions using discrete variables has much better
computational time than that of continuous variables. In the case of rectangular plate, the
computational cost decreased about 35% from 4462 seconds (continuous variables) to
2896 seconds (discrete variables). This strongly proved the effectiveness and the accuracy
of the iJaya method.
Table 1. The optimal results of two problems with continuous and discrete variable

Type Methods
Optimal Angle [ o Degree] Strain

energy

CPU
time
(s)

1 2 3 4

Square
(a=b=254
mm)

SQP [4] 134.5 47.4 0 179.8 6363.8 129
DE [22] 134.5 46.6 0.25 179.5 6364.0 2626
Jaya 135.0 47.9 0 180 6183.1 1564
iJaya 134.9 47.8 0 180 6183.1 1386
iJaya (D) 135 48 0 180 6183 1274

Rectangular
(a=254 mm,

SQP [4] 160.3 35.6 0 179.8 31471 154
DE [22] 159.9 37.1 0 0 30366 7762

a) square plate – b) rectangular plate
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b=508) Jaya 159.2 37.0 0 180 30300 6217
iJaya 159.9 37.1 0 180 30366 4462
iJaya (D) 160 37 0 180 30365 2896

* iJaya (D): iJaya using discrete variables

4.2 Thickness optimization of stiffened composite plate
Consider the problem of optimizing composite plate reinforced by composite beams as shown
in Figure 5. 7 under a simply-supported condition. The parameters of the problem are given as
follows: the plate has the length a = 254 mm and the thickness tp, cross section of reinforced
beam has the width of cx = 6.35 mm, and the height is tb. The optimal analysis is carried out
with two cases of square plate (b = 254 mm) and rectangular plate (b = 508 mm).
Both plate and beam have a symmetrical four-layer structure. The fiber direction of each layer
on the plate is respectively [90 45 45 90], and the fiber layer of the beam is [180 0 0 180].
Beams and plate are made with the same materials with parameters 1 144.8 GPaE  ,

2 3 9.65 GPaE E  , 12 13 4.14 GPaG G  , 23 3.45 GPaG  , 12 13 23 0.3     . The plate is
loaded evenly with the value of f = 0.6895 (N/mm2).
The problem can be represented as follows:

(5)

In particular, the objective function is the stiffened composite plate mass and subjected to two
constraints including the displacement of the stiffened plate less than 1 and the Tsai-Wu stress
is also less than 1.
The thickness optimization problems are solved for three different cases: rectangular plate
stiffened in X-direction (R-X), square plate stiffened in X-direction (S-X) and square plate
with two sitffeners in X-Y direction (S-XY). The optimal results are presented in Table 2. It is
shown from the results that, in the case of square plate, the optimal results obtained from iJaya
algorithm agreed well with those of DE, Jaya for all 3 cases S-X, R-X and S-XY. This proves
the accuracy of the iJaya algorithm.
In terms of computational costs, the iJaya algorithm proved to be superior to the two
algorithms DE, Jaya, especially in the case of a square plate. Specifically, in the case of S-X,
the computation time of iJaya was reduced by nearly half compared to DE and the original
Jaya algorithm. Meanwhile, in the case of R-X, the computation time is also reduced by up to
13% using the iJaya algorithm.
The results also reveal that the objective function reaches the lowest value for the case of
square plate with 2 stiffened beams S-XY. The reason is that two reinforcement beams
support the structure better, thereby reducing the size of the plate thickness and contributing to
the reduction of the structure weight. Although the difference from the S-X case is only about
10%, the 2-beam reinforcement model gives a better balance to the structure
In the case of R-X, since the beam is reinforced in the X direction (the direction of the smaller
dimension), the support capacity of the stiffener to the plate is reduced. This lead to the
incresement in the thickness of the plate to ensure the whole structure under the loading.
Therefore, the total weight of the structure has also increased significantly.
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From the above results, one observation is that the optimal option is usually achieved with the
smallest plate thickness combined with the more number of stiffened beams.

Figure 6. Square composite plate stiffened by two beams
Table 2. Thickness optimization of square and rectangular stiffened composite

plates

Type Method Thickness Weight CPU’s
timetp tb

S-X
(a=b=254mm)

DE [22] 13 83 1.351135507 2545
Jaya 13 83 1.351135507 2684
iJaya 13 83 1.351135507 1469

R-X
(a=254 mm
b=508 mm)

DE [22] 18 20 3.271406038 2984
Jaya 18 20 3.271406038 2903
iJaya 18 20 3.271406038 2565

S-XY
(a=b=254mm)

DE 10 66 1.192046584 1803
Jaya 10 65 1.191838584 7496
iJaya 10 66 1.192046584 1393

4.3 Convergence of the iJaya algorithm
Based on the results obtained in the Table II, in terms of computational efficiency as well as
accuracy, iJaya algorithm is completely superior to the two methods DE and Jaya. This can
also be seen through the convergence curves shown in Figure 7 for the case of S-X. As seen,
the iJaya algorithm almost reaches the optimal target function after just over 200 loops, while
Jaya and DE algorithm takes more than 300 structural analyzes to reach this value.
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Figure 7. Convergence curves for the case of square plate reinforced in X-direction
5. Conclusion
In this paper, an improved version of the Jaya algorithm (iJaya) has been introduced. The
iJaya algorithm is developed by modifying the selection step of the original algorithm. By
dividing the population into two groups and selecting it by two different techniques: paired
comparison and elitist selection technique, the iJaya algorithm ensures a balance between
exploitation and exploration.
The iJaya algorithm is then applied to solve two optimization problems of reinforced
composite plates, which are the optimization of the fiber direction angle and the optimization
of the thickness of the structure. The results achieved showed that iJaya algorithm has very
high accuracy and efficiency.
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Abstract
This paper presents the welding current estimation in the Gas Tungsten Arc welded (GTAW)
process with a specified width penetration. The welding current determination of the
GTAW process is performed by using the inverse method. In this work, the inverse
method utilized is the Levenberg – Marquardt method. The advantage of the method is that
the algorithm is simple, easy to apply, and has a high convergence rate. Two examples are
considered to demonstrate the proposed method. The results show that the proposed method
efficiently estimates the welding current for a specified width penetration in the
GTAW process.

Keywords: Gas Tungsten Arc Welding (GTAW), Welding current, Levenberg – Marquardt
method (LMM)

Introduction

Many studies demonstrated that the weld size, especially the weld depth, is one of the
essential parameters of the weld, which significantly affects the quality of the weld. Karadeniz
et al. [1] presented that the welding current greatly influences the weld size during the gas
metal arc welding. Therefore, the determination of an suitable welding current to achieve the
desired weld size in advance is essential for good quality welds, where the welding current is
the input parameter, and the weld size is the output parameter, which results from the welding
process. In the case of the problem when knowing the input parameters of the GTAW process:
welding current, welding rod size, and welding speed, the determination of weld parameters
are very easy through solving the direct problem by Computer-Aided Engineering (CAE)
software, such as COMSOL, ABAQUS, ANSYS,... However, the estimation of the welding
current value for the desired weld parameters (in this study, the width penetration of the weld)
is a problem that needs to be proposed. This is a problem of the input parameter estimation to
achieve the preset output parameter. Thus, the level of difficulty more increases which
reflected in the problem of the welding current determination to achieve the desired width
penetration in the GTAW weld process in this paper. So far, the solution of
selecting/adjusting welding current almost through some trial and error method is common.
The basic disadvantage of this solution is that it depends on the welder's experience and is
difficult to achieve high accuracy. Proposing a method to determine the welding current for a
preset weld depth is significant both scientifically and practically.
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Therefore, this paper proposes a method based on inverse technical to determinate welding
current with the desired width penetration in the GTAW process. The study focuses on
building the steps involved in using inverse technical to solve the above problem. The article
proposes using the Levenberg-Marquardt method (LMM) to determine the appropriate
welding current to attain the specified width penetration of the weld. The Levenberg-
Marquardt method (LMM) has simplicity, stability, and fast convergence speed, especially for
solving high-order non-linear inverse problems. It has been successfully applied in several
studies using the inverse technical for optimization problems [2] and some studies of other
authors [3-5]. The implementation results will be presented in detail in the following sections.

Problem

Figure 1. Model of butt joint welding in the GTAW

Consider the process of GTAW welding with butt type on the steel plates. Due to symmetry,
only half of the models were examined (see Fig. 1). Based on the principle of energy
conservation, the equation describing the temperature change when the welding rod moves
with speed v in the x-direction is shown as follows [6]:

v p
T T T Tk k k q C v

y y z z


  
                          

 (1)

with x vt   ; and k, , C is respectively the coefficient of thermal conductivity, the density,
and the specific heat of the weld sample (note that these depend on the temperature)

The volumetric heat source vq of the GTAW process defined as follows [7]:

2 2 2
1,2

2 2
1,21,2

6 3
( , , ) exp 3 3 3v

f IU y zq y z
a b ca bc
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where : the heat generation efficiency of electric ar; I: the welding amperage; U: the voltage;
f1 and f2: the front and behind elliptical heat sources' weights ( 1 0.6f  and 2 0.4f  ); a1, a2, b,
and c: parameters of the double ellipse.

The boundary conditions are also shown in Fig. 1. Due to symmetry, the longitudinal side of
the weld line is established with thermal insulation boundary conditions. The back side is set
to adiabatic boundary condition, and the front side is set to isothermal boundary condition.
The remaining sides of the welded plate are cooled through natural radiation and heat
exchange. The following equation expresses this cooling process:

4 4
0 0( ) ( )Tk h T T T T

n


    


(3)
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where k and h: the coefficients of heat transfer and heat exchange, : the Stefan – Boltzmann
constant, : the emissivity coefficient

When the welding input parameters are predefined, the temperature distribution and the weld
zone size (including the width penetration of the weld) can be determined from Eq. (1) above.
In this paper, the finite element method is used to solve this equation [8].

Method

The Levenberg – Marquardt method (LMM)

This section will show how to determine the welding current to achieve the width penetration
of the weld using the Levenberg – Marquardt method. First, the study investigates the
formation of the weld's width penetration with different welding currents.

a) b) c)

Figure 2. The width penetration of the weld with different welding currents

Fig. 2 shows the width penetration of the weld 1w , 2w and 3w with amperage I1, I2, and I3,
where I1 < I2 < I3. In case 1, the current is too small to form the weld's width penetration, and
the welding process has not fully penetration; case 2, the welding process has fully penetrated,
and the weld's width penetration is achieved; while, in case 3, the weld's width penetration is
too large because the current I3 is the largest. In case 1, the weld quality will not be better than
in cases 2 and 3 because the penetration has not fully. Moreover, compared to case 2, the
width penetration of the weld in case 3 is too large, which will be bad for the welded structure
and waste energy. Therefore, it is necessary to determine a reasonable amperage to achieve
the appropriate width penetration of the weld. This helps to achieve the best weld quality as
well as save on welding costs.

Since then, this study proposes to use LMM to implement the above problem. The proposed
method is based on the inverse problem-solving principle. Accordingly, the LM method will
find out a reasonable welding current by comparing the calculated temperature for any curent
with the melting temperature at the location where we want to achieve the desired width
penetration of the weld. Mathematically, setting the current for the desired weld's width
penetration using the LM method is the minimization of the following quadratic function [9]:

 2( )
N

i i
c m

i

S x    (4)

where N: the number of nonlinear equations, x: the variable vector to find

To minimize Eq. (4), the values of the variables in the variable vector x must satisfy the
following condition:

1
( ) 0

N
i i
c m

i x


  

 (5)
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Eq. (5) is a system of nonlinear equations. The LM method is used to solve this equation. In
the LM method, a "damping" factor  controls the convergence of the nonlinear problem. The
advantage of the LM method is that it is both simple and can solve problems with high
nonlinearity. The values of the variables in vector x solved by the LM method are described in
the following loop:

1 1( ) ( )k k T T
c mx x D D Ω D Φ Φ     (6)

where ΦD
x





: sensitivity matrix,  : diagonal matrix with diagonal values taken from the

matrix D, k: the loop index.

Figure 3. Parameters w, a, xc and a quarter of the ellipse used to extract the temperature

From Eq. (6), it can be inferred that the solution can be obtained when the values cΦ and mΦ
are known. However, this determination of welding amperage is based on the inverse method.
To ensure stability in solving this problem, the number of equations must be greater than the
number of variables. In this study, the number of temperature extraction points to compare
with the melting temperature was taken per quarter of the elliptic profile of the weld forming
process (some studies have shown that, for the welding process with the tip welding moves at
a fixed speed, the shape of the weld at the bottom surface is elliptical [10, 11]). Furthermore,
to increase the stability and convergence speed in finding the welding amperage, two
auxiliary variables are included in the LM algorithm: the length variable a and the ellipse
center position xc, as shown in Fig. 3.

The stopping criteria for the LM method

The LM method is used to determine the amperage and two auxiliary variables in the vector x.
The solving process is done by loop solving in Eq. (6) to determine the variable xk value. This
loop will stop when one of the stopping criteria is satisfied. Two stopping criteria proposed by
Frank and Wolfe [12] are used in this LM method as follows:

1 /k k kx x x   (7)

     1 /k k kS S Sx x x   (8)

with

 
2

1

N
i i

k c m
i

S x


     (9)

where  and : the convergence tolerances are small positive value.
Or the width penetration of the weld at the kth loop (wk) satisfying the following condition:

0 0w wk   (10)

where w0: the desired width penetration
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Algorithm

The algorithm of the LM method is described as follows:
Given the stopping criteria value (, , 0) the coefficient  and the initial amperage value I0,
solve Eq. (1) to define the initial variable  0 0 0 ,0, , cI a xx  . The value of variable xk at the kth
loop is determined as follows:

Step 1: Solve Eq. (1) and calculate the temperature vector i
c

Step 2: Put the value i
c in Eq. (4).

Step 3: Calculate xk from Eq. (6) and calculate the value S(xk) from Eq. (4).
Step 4: If    1k kS S x x , increase the damping value  = 10, return to Step 3. Otherwise,
accept the value of xk and decrease the damping value  = 0.1.
Step 5: Stop the loop if the condition stops in Eq. (7) – (10) satisfied. Otherwise, increase k
= k+1 and go back to Step 2.

Results and Discussion

In the present study, the Gas Tungsten Arc Welding (GTAW) process is considered. The
diameter of the welding rod is d = 1.6 mm with the heat generation efficiency of the electric
arc  = 0.6 and the DC voltage is U = 20 V (these parameters refer to the studies [13] , 14])
welding speed is v = 15 mm/s. The welding process is simulated on a sheet of size 70  30 
0.8 mm. The material of the welded plate is commercial stainless steel AISI304, which has
temperature-dependent thermal properties obtained from the study of Sabarikanth [15].

Figure 4. The heat distribution in the case U = 20 V, I = 32.5 A,  = 0.6 and v = 15 mm/s

When the welding configuration is known in advance (that is, the input parameters including
amperage I (A), voltage U (V), arc heat generation efficiency hàn and welding speed v (mm/s)
are known in advance), heat distribution, weld size and the width penetration of the weld can
determine the solution of the forward problem. Fig. 4 shows the temperature distribution and
weld size in the case of U = 20 V, I = 32.5 A,  = 0.6 and v = 15 mm/s. In this case, the width
penetration of the weld is w = 0.57 mm.

In the case where the weld's width penetration is known, we need to find the welding
amperage to achieve the width penetration of the weld. At this point, the LM method is used
to solve this problem. Two cases of finding a reasonable welding amperage with two different
width penetration of the weld will be performed to demonstrate the proposed method.

Case 1

In case 1, the desired weld depth width is w0 = 0.1 (mm). As in the LM algorithm section, the
initial value for the welding amperage and the stopping values. Here, choose I0 = 32.5 A, and
the stopping parameters are 10e-4. The results performed by the LM method are shown in
Table 1 and Table 2
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Table 1. The function value of S(x) and the stopping criterion in case 1

Loop S(x)    
 

1k k

k

S S
S

x x
x

1k k

k

x x
x

0

0

w w
w
k 

1 2.07E+06 4.26E-01 3.85E-06 4.74E+00
2 2.95E+06 4.23E-01 6.00E-02 4.00E+00
3 1.71E+06 9.77E-01 1.64E-01 1.36E+00
4 3.88E+04 9.73E-01 4.21E-02 3.66E-01
5 1.05E+03 9.99E-01 1.13E-02 9.50E-03
6 8.07E-01 9.93E-01 2.64E-04 2.30E-03
7 5.56E-03 1.67E+00 7.79E-05 2.00E-03

Table 2. Value the welding amperage I, the power P, and the width penetration of the
weld w after loops of LM algorithm in case 1

Loop I (A) P = I.U (W) w (mm)
1 32.500 650.000 5.749E-01
2 32.500 650.003 5.002E-01
3 30.550 611.007 2.364E-01
4 25.550 510.995 1.366E-01
5 24.475 489.493 1.134E-01
6 24.210 484.205 1.052E-01
7 24.205 484.101 1.002E-01

The results in Table 2 show that the welding current result is I7 = 24.205 A, corresponding to
the power P7 = 484.101 W, after 7 loops. The value of the weld's width penetration after 7
loops is respectively w7 = 0.1002 mm. The relative error between the desired width
penetration of the weld value and the estimated width penetration of the weld by the LM
method is 0.002 (0.2%), as shown in Table 1. This error is very small. This proves that the
LM method is very effective in determining the welding amperage to achieve the desired
width penetration of the weld.

Case 2

In case 2, the desired weld depth width is w0 = 7.500E-2 mm. In this case, the initial amperage
value is I0 = 25 A. Welding input values are the same as in case 1. The results in case 2 are
similar to those in case 1 in Tables 3 and 4.

Table 3. The function value of S(x) and the stopping criterion in case 2

Loop S(x)    
 

1k k

k

S S
S

x x
x

1k k

k

x x
x

0

0

w w
w
k 

1 1.83E+04 9.20E-01 2.59E-02 3.82E-01
2 1.46E+03 9.94E-01 1.14E-02 4.46E-02
3 8.08E+00 9.79E-01 7.30E-04 1.45E-02
4 1.73E-01 6.63E-02 2.21E-04 1.14E-02
5 1.61E-01 5.69E-01 1.67E-04 6.53E-03
6 2.96E-05 9.84E-01 1.83E-05 8.15E-04

Table 4. Value the welding amperage I, the power P, and the width penetration of the
weld w after loops of LM algorithm in case 2

Loop I (A) P = I.U (W) w (mm)
1 25.000 500.000 1.215E-01
2 24.353 487.059 7.851E-02
3 24.075 481.507 7.392E-02
4 24.058 481.155 7.587E-02
5 24.059 481.172 7.549E-02
6 23.962 479.242 7.494E-02
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From Table 4, to achieve the width penetration of the weld w0 = 7.5E-2 mm, the loop process
in the LM method has found the welding amperage of I6 = 23.96 A, corresponding to the
power is P6 = 479.242 W, after 6 loops with the initial amperage value set to I0 = 25 A. The
value of the width penetration of the weld corresponding to the current I6 = 23.96 A is w6 =
7.494E-02 mm. The relative error between the desired weld depth width value and the
estimated weld depth width value by the LM method is 8.153E-04 (0.08%), as shown in Table
3. This error is also very small, like case 1.

Besides, in both cases, the number of iterations to achieve the result is very small (namely,
case 1 is 7 loops and case 2 is 6 loops). This means that the LM method gives a very high
convergence rate.

From the above two cases, it can be seen that the LM method is very effective in determining
the welding current to achieve a given weld depth width. In both cases, the number of
iterations required to obtain the result is very little, and the relative error between the
estimated weld depth width by the LM method and the desired weld depth width value is very
small. This shows that the LM method is very effective in solving this problem.

Conclusions

This paper has performed the estimating of welding current to attain the desired width
penetration in the Gas Tungsten Arc Welding (GTAW) by using the Levenberg – Marquardt
method (LMM). To do this, the paper describes the computational model in the GTAW
process, the method of solving the welding problem, the study of the Levenberg – Marquardt
method, and the building of relationships, constraints, conditions, stopping criteria, and
algorithms to solve the proposed problem.

Two cases of estimating the welding amperage with the desired weld depth width of GTAW
welding were performed. The results show that the welding current is achieved after only 7
loops (case 1) and 6 loops (case 2) in the LM algorithm. The relative error between the
desired width penetration of the weld value and the estimated width penetration of the weld
by the LM method is very small (0.2% for case 1 and 0.08% for case 2). It shows that the LM
method is very effective in finding the welding current to achieve the desired width
penetration in GTAW. This setting helps to choose reasonable welding parameters to achieve
quality welding and save energy in the welding process.
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Abstract 

In finite element analysis, piecewise linear shape functions are often powerful and quite simple 

to construct and implement, which are very popular in the finite method using conventionally 

tetrahedral and hexahedral elements. Recently, the piecewise linear shape functions have been 

presented for arbitrary polyhedral elements (PFEM). The new interpolation scheme is relied on 

the well-known hierarchical shape functions of tetrahedral element. The proposed method 

shows its flexibility, simplicity and accuracy in the solid mechanics problems. However, due to 

the nature of linear interpolants, the obtained strains are constant within sub-domains of the 

polyhedral element and across the elements. Therefore, the consecutive interpolation (CI) 

scheme has been recently applied to further improve the performance and accuracy of PFEM. 

In this study, the CI scheme is implemented for 3D polyhedral elements with arbitrary number 

of vertices, edges and the facets can be non-planar. The scheme is constructed based on the fact 

of the continuity of strain across the discretized nodes of the problem domains. The consecutive 

shape functions are formulated by using average derivatives of the nodal displacements and the 

piecewise linear shape functions of PFEM. As a result, the newly formulated shape functions 

are high-order polynomials over linear polyhedral elements. The application of this method in 

the analysis of transient responses of 3D solid structure is carried out to prove the rationality, 

feasibility, accuracy and performance of the method. 

Keywords: PFEM, 3D polyhedral elements, consecutive interpolation scheme, transient 

analysis. 

Introduction 

In three-dimensional solid mechanics, the structures with complex geometry can be meshed 

effectively with 4-node tetrahedral elements, while the hexahedral elements are sensitive to the 

shape of geometry. However, the accuracy of analysis using tetrahedral elements is usually 

moderate, element distortion sensitivity and so on. On the other hand, arbitrary polyhedral 

elements not only can be implemented to complex geometry structures but also usually produce 

better engineering solutions compared to conventionally tetrahedral interpolation. Therefore, 

the polyhedral element method (pFEM) has been developed significantly recent years. 
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Within the framework of pFEM, there are various techniques that have been proposed to 

formulate and/or solve the engineering problems [1]. For instance, Voronoi cell finite element 

method [2] and Hybrid polygonal element method [3] were developed to analyze 

microstructures. Various shape functions were proposed based on conforming polygonal finite 

element method, which was effective to interpolate over arbitrary polygonal/polyhedral [4]–

[6]. The polygonal smoothed finite element method can increase the solutions accuracy and 

smooth the results within the analyzed domain [7]. The computational time can be reduced 

significantly compared to conventional pFEM by coupling virtual element method and 

polygonal/polyhedral smoothed finite element method [8]. Whereas, the polyhedral finite 

element method using piecewise linear shape functions (PFEM) shows its flexibility, simplicity 

and accuracy in the analysis of solid mechanics problems [6][9]. Nevertheless, the 

approximated strains are constant across the elements. Therefore, the PFEM was improved by 

using the consecutive interpolation scheme (CIPFEM) [10], which shows great advantages 

compared to the conventional linear FEM such as higher accuracy, continuous stress and strain 

fields without any requirement of smoothing operators, higher convergence rate with the same 

mesh size, high-order polynomial shape functions processing Kronecker-delta property and 

mesh distortion insensibility.  

In this article, the CIPFEM will be implemented in the transient analysis of 3D solid structure 

so that the feasibility of the method will be further studied. 

Formulations of CIPFEM for transient analysis 

Let us consider a problem domain 𝛺 with boundary Γ in the 3D space ℝ3, which is discretized 

into Ne finitely polyhedral elements Ω𝑒. The procedure of solving Galerkin weak form using 

CIPFEM is similar to conventional FEM. Whereas, the nodal unknowns of solid structures are 

approximated using the discretized equivalent equation which can be written for CIPFEM as 

follows [11] 

 �̃��̈�(𝑡) + �̃��̇�(𝑡) + �̃�𝐝(𝑡) = 𝐅(𝑡) (1) 

where �̃�, �̃� and �̃� are respectively the mass, damping and stiffness matrices using CI shape 

functions, and F is the vector of time-dependent external forces. 

The stiffness matrix �̃� and mass matrix �̃� are formulated as follows: 

 �̃�𝑒 = ∫ 𝐁𝑒
T(𝐱𝑗)𝐃𝐁𝑒(𝐱𝑗)dΩ

Ω𝑒 
= ∑ ∑ 𝐁𝑠

T(𝐱𝑗)𝐃𝐁𝑠(𝐱𝑗)|𝐉𝑗
𝑖 |𝑊𝑗

𝑛𝐺𝑃
𝑗=1

𝑛𝜏
𝑖=1  (2) 

 �̃�𝑒 = ∫ 𝐍𝑒
T(𝐱𝑗)𝜌𝐍𝑒(𝐱𝑗)dΩ

Ω𝑒 
= ∑ ∑ 𝐍𝑠

T(𝐱𝑗)𝜌𝐍𝑠(𝐱𝑗)|𝐉𝑗
𝑖 |𝑊𝑗

𝑛𝐺𝑃
𝑗=1

𝑛𝜏
𝑖=1  (3) 

where nτ is the number of sub-tetrahedra in the polyhedral element e; nGP is the number of Gauss 

points in each sub-domain; Ω𝑒 is the volume of element e; Wj is the weight of the jth Gauss point 

xGPj in sub-domain ith; D is the matrix of material and |𝐉𝑗
𝑖 | is the determinant of Jacobian matrix 

of 4-node tetrahedron formulated. Bs is the displacement transformation matrix at xj in sub-
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domain Ω𝑠. Unlike the matrix of PFEM that includes ne nodes of the element e, the CIPFEM’s 

matrix contains all the nodes (ns) in the support domain Ω𝑠𝑢𝑝 as follows [10]: 

 [𝐁𝑠]
T =

[
 
 
 
 
𝜕�̃�𝑙

𝜕𝑥
0 0

𝜕�̃�𝑙

𝜕𝑦
0

𝜕�̃�𝑙

𝜕𝑧

0
𝜕�̃�𝑙

𝜕𝑦
0

𝜕�̃�𝑙

𝜕𝑥

𝜕�̃�𝑙

𝜕𝑧
0

0 0
𝜕�̃�𝑙

𝜕𝑧
0

𝜕�̃�𝑙

𝜕𝑦

𝜕�̃�𝑙

𝜕𝑥 ]
 
 
 
 

, 𝑙 = 1 ÷ 𝑛𝑠 (4) 

Where �̃�𝑙 is the consecutive shape functions over arbitrary polyhedral element given as 

 �̃�𝑙(𝐱) = ∑ (𝜙𝑖(𝐱)𝑁𝑙
𝑖 + 𝜙𝑖𝑥(𝐱)�̿�𝑙,𝑥

𝑖 + 𝜙𝑖𝑦(𝐱)�̿�𝑙,𝑦
𝑖 + 𝜙𝑖𝑧(𝐱)�̿�𝑙,𝑧

𝑖 )
𝑛𝑒
𝑖=1  (5) 

with 𝜙𝑖, 𝜙𝑖𝑥, 𝜙𝑖𝑦, 𝜙𝑖𝑧 are the auxiliary functions as follows: 

 𝜙𝑖 = 𝐿𝑖 + 𝐿𝑖
2(Σ1 − 𝐿𝑖) − 𝐿𝑖(Σ2 − 𝐿𝑖

2); (6) 

 𝐿𝑖 = 𝑁𝑖
𝑃𝐹𝐸𝑀;    Σ1 = ∑ 𝐿𝑗

𝑛𝑒
𝑗=1 ;   Σ2 = ∑ 𝐿𝑗

2𝑛𝑒
𝑗=1 ;    Σ3 = ∑ 𝐿𝑗(∇𝐿𝑗)

𝑛𝑒
𝑗=1  (7) 

where 𝑁𝑖
𝑃𝐹𝐸𝑀 is the piecewise shape functions of PFEM. 

and 𝜙𝑖𝑥 = ∑ (𝑥𝑗 − 𝑥𝑖)[𝐿𝑗𝐿𝑖
2 + 0.5𝐿𝑖𝐿𝑗(Σ1 − 𝐿𝑖 − 𝐿𝑗)]

𝑛𝑒
𝑗=1,𝑗≠𝑖  (8) 

The formulations of 𝜙𝑖𝑦, 𝜙𝑖𝑧 are similar to that of 𝜙𝑖𝑥, in which the x-coordinates are replaced 

respectively by y- and z-coordinates. 

Finally, the damping matrix C is given as: 

 �̃� = 𝑐𝑀�̃� + 𝑐𝐾�̃� (9) 

Numerical example 

The implementation of CIPFEM in the forced vibration analysis of solid structure is carried out 

for the concrete corbel shown in Fig. 1a. The sine-type impulsive load is implemented, {f s(t) = 

f0 sin(πt/t1) [H(t) – H(t – t1)]}. Whereas, f0 is the magnitude of the load, t1 is the pulse’s duration 

and H(t) is the Heaviside function given as: H(t) = 1 with t ≥ 0 and H(t) = 0 with t < 0. The load 

duration is t1 = 0.01 s, and the time step, ∆t = 5×10-5 s. The transient vibration responses of the 

structure, which are numerically approximated by CIPFEM and CT4, are investigated. The very 

coarse meshes of unstructured polyhedral elements (h = 97.0 mm) and tetrahedral elements (h 

= 99.7 mm) are used for CIPFEM and CT4, respectively (Fig. 1b, c). 

The intensive of vibration force is assigned the value of f0 = 16 kN. The structure is fixed at one 

end and subjected to transient load at the other end, while the other faces are traction free. The 

concrete material has Young’s modulus, E = 30×103 MPa, weight density, ρ = 2300 kg/m3 and 

Poisson’s ratio, ν = 0.25. The analysis formulations using Newmark integration method are 

shown in Reference [12]. The initial conditions and the damping coefficients of all numerical 

cases are assumed to be zero. In this study, the solutions of ANSYS are also used as reference 

to evaluate the CIPFEM. 
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Fig. 2 to Fig. 4 show the comparisons of transient responses obtained from CIPFEM and CT4. 

In detail, Fig. 2 illustrates the time history of vertical displacement along y axis. Fig. 3 illustrates 

the time history of longitudinal displacement along x-direction, while Fig. 4 illustrates the time 

history of maximum von-Mises tress of the edge CD. All three figures show that the transient 

solutions predicted by CIPFEM agree very well with reference results compared to CT4, 

especially, for the cases of maximum von-Mises stress. 

        

a) Studied structure b) 164 elements c) 513 elements  

Figure 1: Coarse meshes are used for analyses using consecutive interpolation scheme. 

 

Figure 2: Time history of vertical (y-) displacement at node A. 

 

Figure 3: Time history of longitudinal (x-) displacement at node A. 

-0.02

0.00

0.02

0.04

0.06

0.08

0 0.0025 0.005 0.0075 0.01

y
-

d
is

p
la

ce
m

en
t 

(m
m

)

Time (s)

CIPFEM

CT4

Reference

-0.06

-0.04

-0.02

0.00

0.02

0 0.0025 0.005 0.0075 0.01

x-
d
is

p
la

ce
m

em
en

t 
(m

m
)

Time (s)

CIPFEM

CT4

Reference

ICCM2021, July 4th-8th 2021

332



 

Figure 4: Time history of maximum von-Mises tress along edge CD. 

Conclusion 

This study presents the implementation of CIPFEM in the analysis of three-dimensional 

concrete corbel. The method is formulated based on the consecutive interpolation scheme over 

arbitrary star-convex polyhedral elements. The PFEM shape functions are used to construct the 

high-order shape functions of CIPFEM because of its flexibility in interpolation over various 

type of elements. The performance of the method in the numerical analyses of dynamic problem 

is considered. All the numerical cases are analyzed on the MATLAB program. Some 

conclusions are derived as following: 

 With the same mesh size, the CIPFEM gives better results than CT4. 

 The CIPFEM presents very high accurate solutions of transient problems, even though 

the structure is mesh into very coarse elements. 

 The CIPFEM can inherit the advantages of PFEM in the analysis of arbitray star-convex 

polyhedral elements.  
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Abstract
Reliability-based design optimization (RBDO) addresses the cost-effective integrity design of
structures in the presence of inherent uncertain parameters. Processing this class of problem is
challenging from the computational burden to determine the failure probability of structures
violating the limit-state function. This paper proposes an efficient decoupling RBDO method
that advantageously couples a comprehensive learning particle swarm optimization (CLPSO)
algorithm with a Gaussian process regression (GPR) model, termed as GPR-CLPSO approach.
In essence, the proposed method iteratively performs the CLPSO with deterministic
parameters based on the most probable point underpinning the limit-state function iterative
updated by the reliability evaluation process. The GPR model approximates from the design
data given by CLPSO the spectrum of the limit-state function under uncertain parameters, and
hence enables a significant reduction of Monte-Carlo simulations for estimation of failure
probability. What is more, is that a so-called expected feasibility function is maximized to
systematically refine the GPR model by locating new sampling points in the region with high-
reliability sensitivity leading to the more accurate prediction of failure probability. The RBDO
terminates when the resulting failure probability reaches the allowable threshold. The CLPSO
is primarily adopted in the optimization process for the GPR hyperparameters and the
expected feasibility function. A numerical example is provided to illustrate the applications
and robustness of the proposed schemes in solving the RBDO problems.
Keywords: Gaussian process regression; Comprehensive learning; Particle swarm
optimization; Expected feasibility function; Reliability-based design optimization.

Introduction
Deterministic optimization has been extensively applied in engineering structures to improve
the design performance with minimum resources. The design solution computed by the
deterministic optimization becomes unreliable in some cases, especially when the influences
of uncertainties inheriting structural dimensions, material properties, loading and operating
conditions are significant and cannot be eliminated. By addressing the performance and
reliability of the structure together, the structural reliability-based design optimization (RBDO)
has been considered as the alternative approach in recent years. More explicitly, the RBDO
problem minimizes the cost function, denoted as C, and satisfies the certain deterministic and
probabilistic constraints, as state by the following generic mathematical formulations [1]:
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min 
s.t. a

C
G z P   



( )
( , )

s s , s

s
s x 0 0P , (1)

where s and x are the vectors of deterministic design variables and random parameters,
respectively. The vector x is characterized by the joint probability density function (PDF) f(x)
in the space Ω. The two sL and sU denote the lower and upper bound on the variables s,
respectively. The functions G(s, x) and G z( , )s x are respectively the performance and
limit-state design expressions considered, where z is a constant threshold of G( , )s x . The
failure domain specified for the design variables s (i.e.,  G z  | ( ,x )s x 0F ) reads

the probability of failure, namely Pf = [G(s, x) z ≤ 0] = … f  ( )x
F

dx, where aP is the

allowable threshold of Pf.
Various optimization approaches have been developed to solve the problem stated in Eq. (1),
mainly categorized by the double-loop, single-loop and decoupling approaches [2, 3]. Despite
of some gain in efficiency, solving the RBDO problem in large-scale applications is very
challenging. For example, some of the widely-employed conventional methods, such as
Monte-Carlo simulation (MCS) [4] and first-order reliability method (FORM) [5], are
endowed by the drawbacks related to the expensive computational cost and/or the result error.
The quest for the efficient optimization method is essential and ongoing in the research field.
Recently, the surrogate models [6-8], such as artificial neural networks, radial basic function,
support vector machine and Gaussian process regression (GPR), have been adopted to
alleviate the computational burden and the solution inaccuracy that would be possibly
experienced by standard techniques.

From the above comments, this paper proposes the novel combined GPR-CLPSO
approach that efficiently process the accurate solution of the decoupling form of the
problem in Eq. (1), where CLPSO is an acronym for comprehensive learning particle
swarm optimization [9]. At the beginning, the CLPSO solves the counterpart to Eq. (1)
formulated using the initial vector of random parameters, called the most probable point
(MPP). From the optimal result determined by the CLPSO, the GPR is constructed as a
surrogate model to approximate the spectrum of the limit state functions under
uncertainty parameters, thereby enabling the low-cost MCSs to estimate the failure
probability associated with the optimal design. To enhance the accuracy of the failure
probability estimate, the GPR model is strategically refined by adding new sampling
points to the region with high-reliability sensitivity, which is further transferred to
maximize a so-called expected feasibility function (EFF). The CLPSO is then adopted to
optimize both the GPR hyperparameters and the learning function EFF. For each
decoupling iteration, the MPP is redefined in the CLPSO algorithm to search for the new
optimal design solution. The optimization terminates as when the failure probability
associated with the design by the deterministic procedures reaches the allowable
thresholds. Finally, the robustness and accuracy of the proposed method is illustrated
through the benchmark on the problem of a ten-bar truss.
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CLPSO Algorithm

Whilst the general PSO algorithm provides the good convergence rate to the optimal solutions,
the method is often trapped into the local optima. To enable the diversity of design particles
and overcome the premature convergence, Liang and Huang [9] developed the CLPSO
algorithm using the comprehensive learning (CL) strategy. The velocity and position
functions of CLPSO in the next time step t + 1 are written as follows:

   i i fi D i it w t c r t c r t     ( )( ) ( ) ( ) ( )V V pbest X gbest X1 1 2 21 (2)

i i it t t   ( ) ( ) ( )X X V1 1 (3)

where fi(D) = [fi(1), fi(2),…, fi(Nd)] indicates if the i-th particle follows its own or some other
best (called pbesti) position for each dimension {1, , }dD N  ; Nd defines the total number of
searching dimensions; 1( ) [ ( ), , ( )]D

i i it X t X tX  and 1( ) [ ( ), , ( )]D
i i it V t V tV  denote the

position and velocity of the i-th particle for {1, , }pi N  (Np is the total number of particle
populations) at the t-th time, respectively; w is an inertial weight; c1 and c2 are the two
accelerating coefficients; r1 and r2 are the two independent random numbers lying uniformly
within the [0,1] interval; ( )

D
fi Dpbest is the exemplar of the i-th particle on the D-th dimension,

as well as those with reference to the best position found by its own pbest; and gbest is the
best position of the whole swarm
The CL strategy can be briefly described in the following three-step implementations [10].

Step i. For a generic i-th particle, the position ( )i tX is tested for its solution convergence
and optimality. If the deterministic objective functions C(s = Xi(t)) over m consecutive time
steps (m is defined as a refreshing gap) all are larger than the recorded best result
C(s = pbesti), perform the CL searching on the i-th particle for the best new best position
pbesti in Step ii.
Step ii. For each of the D-th dimensions of the i-th best particle pbesti, update based on the

learning probability Pci in Eq. (4) an exemplar ( )
D
fi Dpbest from the two random particles

( )fi Dpbest within the whole pbest populations that yields the lower objective
function ( )( )fi DC s pbest .

 100.05+0.45 exp 1 / exp(10) 1
1i

p

iPc
N

  
        

( )1 (4)

Step iii. Repeat Step ii for all dimensions {1, , }dD N  to generate the new best position

( )i fi Dpbest pbest of the i-th particle. In the case when some exemplar ( )
D
fi Dpbest returns the

current D
ipbest , it randomly learns from another i-th best particle of the same D-th dimension.

GPR Model

Consider the training set  = (X, y) = {(xi, yi) | i = 1,…, N} of N observations, where xi ∈ ℝD

are the input variables and yi ∈ ℝ is the corresponding output variable (e.g., structural
response in this case). The goal is to construct an input-output mapping y = f (x) + ϵ: ℝD→ ℝ,
where f (x) is the unknown regression function and the noise ϵ ~ N (0, σ2N).
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The GPR is defined as the distribution over the set of functions f (x) [11, 12]. The distribution
is characterized by the mean value function m(x) to represent a prior knowledge about the
regression function and the kernel function κ(x, x') to control the smoothness of the function,
such that

f(x) ~ GP (m(x), κ(x, x')) (x, x') ∈ ℝ D. (5)

Commonly, a zero-mean function (i.e., m(x) = 0) and the following squared exponential
kernel are used in Eq. (5) [11, 12].
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d d
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d d
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where the hyperparameters  ,f dl  consist of signal variance αf and length-scale ld.

Suppose one already defines and aims to predict the responses y* ∈ ℝ N*×1 for the new set of
input variables X* ∈ ℝ N*×D. As the GPR nature, the jointed PDF , ; ,p * *( )y y X X of y and y*

placing the condition on X* and X is described by the Gaussian [13]
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where , N N
i j i i N    { (( ) , ) | , ( , , )}x xK X X 1R is the covariance matrix of all input

variables (viz., similarly for , N N
**( )K X X R and , N N

* ** *( )K X X R ), and N NI R is an
identity matrix.
By applying the conditional distribution to the PDF in Eq. (7), the predictive posterior PDF of
the GPR model can be established. Both the posterior mean vector *μ and covariance matrix

*Σ are analytically expressed as
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( ) ( )

( ) ( ) ( ) ( )

μ K X X K X X y
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I

IX K X X

12

12
. (8)

Determining the hyperparameters θ that best fits the data set  is essential for the construction
of the GPR model. Based on the statistical regression, the optimal parameter ̂ reads the
maximizer of the marginal likelihood p  (y;X, )L , and hence the minimize of the (negative)
log-marginal likelihood L of the training set . As is clear,

 


  ˆ argmin log( )L (9)

where

, ; ,( ( ;T
N N

N 
     ) ( ) ( )log log ) log y y  K X X K X IXI

12 21 12
2 2 2

L (10)

In this study, the problem in Eq. (9) is processed by the CLPSO schemes.
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Failure Probability Estimation Using MCS and Learning Function EFF

Let  ,
G G

G  ˆ ˆ
ˆ ( ) ( ) ( )x x x2N denote the GPR model of the performance function ,G(s x)

evaluated at the particular design variables s (or G ( )x for simplification), where G
 ˆ ( )x

and G
 ˆ ( )x2 are provided in Eq. (8). The MCSs can be performed to approximate the mean

function  ˆ x
G

 and thus the failure probability in Eq. (1) by

Pf = f

 (x) [ G

z ˆ (x) ]dx =
MCSN

kMCSN 


1

1 [ kG
z ˆ (x ) ] (11)

where NMCS is the number of random samples generated within the space  , and [.] denotes
the indicator function, namely

[ kG
z ˆ (x ) ] =

if     

otherwise
kG

z  



ˆ (x ) 01
0

(12)

The prediction of Pf in Eq. (11) considers the uncertainty, but Ĝ(x) may not be able to capture
the failure domain of the performance function, especially at the border between safe and
unsafe ones. For this reason, the present approach adopts the learning function EFF [14] for
the generation of the new training point added to the training set  giving the systematic
refinement of the GPR model Ĝ(x) . In essence, the learning function EFF describes the
expectation of the true value of responses that can satisfy the equality constraint G z (x) 0

based on G
 ˆ (x) and G

 ˆ (x) in the current GPR model Ĝ(x) . This expectation enables the
searches over the vicinity of the response threshold, where the estimation of Pf is the most
sensitive. The analytical expressions of EFF can be found in [14]. Its determination processes
the CLPSO schemes.

Combined GPR-CLPSO Algorithm

This section summarizes the proposed GPR-CLPSO algorithm as the following step-by-step
procedures:

Step 1: Initialize the random variables in the original RBDO Eq. (1).
Step 2: Perform the deterministic optimization using the CLPSO algorithm to obtain the
optimal design solutions.
Step 3: Employ the Latin hypercube sampling (LHS) method to generate random samples
for the design obtained in Step 2. Calculate the actual responses associated with the
samples using the limit state functions to create the training set.
Step 4: Construct the GPR model for the limit state functions based on the training set
obtained in Step 3. The optimal hyperparameters for the GPR model are determined by the
CLPSO algorithm.
Step 5: Compute the maximizer of the learning function EFF, and evaluate the associated
actual response functions using the CLPSO schemes.
Step 6: Add the point obtained in Step 5 and the associated response to the training data
set. Reconstruct the GPR model, and re-iterate Step 5 until the number of added points
reaches the specified value n. The recommended number of added points is n ∈ [5, 10].
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Step 7: Based on the GPR model in Step 6, perform the MCSs with NMCS random samples
to estimate the failure probability Pf. Then, update the new MPP for the next deterministic
optimization.
Step 8: Check the convergent criteria on the failure probability. If the estimated failure
probability Pf converges, terminate. Otherwise, repeat Steps 2 to 8.

Illustrative Example

Figure 2. Ten-bar truss.

A 10-bar truss in Fig. 2 was considered, and its RBDO problem was formulated in Eq. 1 [15].
The cross-sectional areas were employed the design variables, namely s = [s1, …, s10]T, where
each variable is independently bounded within the intervals, i.e., si  [1, 20] × 104 m2. The
intrinsic (indeterministic) uncertainties inherited the external loads (P1, P2 and P3), Young’s
modulus (E) and dimension length (L), simultaneously. The random variables were x = [P1, P2,
P3, E, L]T with the probabilistic properties listed in Table 1.
The vertical displacement at node 3, denoted as Δ3, was considered as the response
performance of interest (y = Δ3), whose probability of exceeding the allowable value of

34 10z   m was less than or equal to Pa = 6.21×10−3. Thus, the specific RBDO Eq. (1) was
written as follows:
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In the first instance, the initial random variables were assigned to take the mean values given
in Table 1. The deterministic counterpart of the problem in Eq. (13) was solved using the
CLPSO algorithm. The parameters adopted were: the total number of particle populations of
Np = 20; c1 = c2 = 2; the inertial weight of w linearly declining from 0.9 to 0.2; and the
maximum number of iterations of 500 as per each particle set.

The optimal deterministic results s computed were adopted as the initial inputs for the
construction of the GPR model that approximated the limit state functions in Eq. (13), where
the LHS employed 75 training points and each decoupling iteration adopted n = 5 added
points. The failure probability of the design problem was estimated using the CLPSO
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algorithm, and the MPP was updated. The MCSs were performed over the constructed GPR
model without the need of any further finite element analysis (FEA) solves giving the
computational advantages in approximating the failure probability Pf in Eq. (11). The
coupling CLPSO and GPR procedures were iterated until the estimated probability of failure
(viz., Pf = 5.43×10−3) was converged and well complied with the limit of Pa = 6.21×10−3. The
proposed GPR-CLPSO method was encoded in Python, and run using the computer hardware
with Intel Core i5-9400 CPU @ 2.9 GHz and 16 GB RAM.

The optimal solutions successfully designed by the present GPR-CLPSO method are reported
in Table 2 that also provides the direct comparisons to some other benchmarks [1, 15, 16]. It
presents the good agreement between the proposed approach and various design techniques in
determining the optimal solutions to the RBDO problem in Eq. (13). More explicitly, the
proposed GPR-CLPSO computed the optimal design of C(s) = 61.293 × 104 m2 that is not
only close but also lies (most minimum) lower than all reported values, namely
62.367 × 10  4 m2 in FEA-FORM [15], 63.649 × 10  4 m2 in RSM2-FORM-MCS [15],
62.347 × 104 m2 in PSA-ISAP [16] and 61.482 × 104 m2 in MGP-SA [1].

The computional efforts (i.e., taking 2,213 s in CPU times) were modest, and the scheme only
required 225 FEA iterates with 15 addded points in the learning function EFF. The
corresponding failure probability of Pf = 5.43 × 10−3 complied with the limit of
Pa = 6.21 × 10−3, and was close to the reference value of Pf = 5.21 × 10−3 given by standard
MCSs exhaustively generating 5 × 105 random samples on the designed structure. Finally, the
plot of the resulting optimal design layout is depicted in Fig. 3, where the sizes of the lines
indicate the relative normalized member areas.

Table 1. Probabilistic properties of random parameters.

Variable Distribution Mean value COV

P1 [kN] Normal 60 0.20
P2 [kN] Normal 40 0.20
P3 [kN] Normal 10 0.20
E [GPa] Normal 200 0.10
L [m] Normal 1 0.05

Table 2. Comparisons of optimization results for various analysis approaches.

Design variables FEA -
FORM [15]

RSM2-
FORM- MCS
[15]

PSA-ISAP
[16]

MGP-SA
[1]

GRP-CLPSO

(This Study)

s1 10.493 10.705 10.482 10.333 10.635
s2 5.772 5.914 4.421 5.371 5.589
s3 14.098 14.424 15.685 13.579 13.481
s4 1.000 1.000 1.089 1.000 1.000
s5 1.000 1.000 1.000 1.000 1.000
s6 1.000 1.000 1.000 1.000 1.000
s7 5.460 5.531 7.851 6.418 5.883
s8 11.586 11.853 10.048 11.273 11.149
s9 1.000 1.000 1.121 1.000 1.000
s10 10.958 11.223 9.650 10.508 10.555

C(s) [ × 104 m2] 62.367 63.649 62.347 61.482 61.293

No. of FEA iterates 2,240 1,904 524 20,000 225 + 15

Computational time [s] - - - 3,208 2,213
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[G(s, x) ≤ 0] 8.51 × 103 6.19 × 103 6.19 × 103 4.34 × 103 5.43 × 103

Pf (MCS)
(with 5 × 105 samples)

4.22 × 103 2.95 × 103 6.15 × 103 5.64 × 103 5.21 × 103

Note that: +15 is the total number of added points from the learning function EFF.

Figure 3. Normalized cross-sectional areas of optimally designed members, where blue and
red colors indicate compression and tension, respectively.

Concluding remarks

The paper has presented the computationally efficient GPR-CLPSO method that couples the
CLPSO algorithm with the GPR model in processing the decoupling RBDO problem. The
CLPSO schemes in particular initialize the nominal design points (assuming the deterministic
optimization), which are subsequently adopted to estimate the failure probability and the
updated MPP underpinning the limit state functions. The GPR model is constructed such that
the reliability responses of limit state functions can be mapped out using only few training
points (enhanced by the use of a so-called learning function EFF). What is interesting is that
the method advantageously by-passes the finite element analysis (time consuming)
computations as when the GPR model has been estimated. The MCSs can be fully enumerated
on the GPR model at modest computing efforts even for a large number of samples.
A number of RBRO problems and benchmarks (one of which has been provided herein) have
been successfully performed by the GPR-CLPSO approach. These illustrate the accuracy and
robustness of the proposed method.
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Abstract

The paper proposes the novel numerical approach, called phasor particle swarm optimization
(PPSO), for the optimal design of structures under natural frequency constraints. The
proposed scheme develops the phasor theory in mathematics directly within the PSO
algorithm. In essence, a phase angle incorporating the periodic sine and cosine functions is
applied during the optimization process to model particle control parameters. This technique
enables the fast-learning strategy of the particle velocity and is thus able to capture the
optimal sizing distributions of structural members under some specified conditions at modest
computing efforts. The application of the proposed method is illustrated for the optimal
design of dome structures subjected to the responded natural frequency limits. To demonstrate
the effectiveness and robustness of the proposed PPSO algorithm, a simple 3-D dome
structure is successfully tested, and then the obtained results are compared with those of the
other meta-heuristic algorithms in the literature.

Keywords: Phasor Theory, Particle Swarm Optimization, Dome Structures, Natural
Frequency Conditions, Meta-Heuristic Algorithms.

Introduction

The natural frequency is one of the major parameters that indicates the dynamic performance
of the structural system. Imposing some appropriate constraints on the frequency avoids
undesirable vibrations and resonance under external excitations [1, 2]. The natural frequency
constraints generate complexity in the optimal design of structures. The sizing optimization of
the dome structure under natural frequency constraints for instance is regarded as the highly
implicit nonlinear and/or non-convex problem [1, 3]. To address this problem, the efficient
and robust optimization techniques are developed to provide both the most minimum of
design structural weight and reasonable computing efforts.
Many metaheuristic algorithms have been employed to systematically capture the weight
minima of practical structures without the need of mathematical programming
implementations. A wide class of these methods has been studied in the structural
optimization with natural frequency conditions. Some of which are genetic algorithm (GA)
[4], particle swarm optimization (PSO) [5], democratic PSO (DPSO) [6], colliding-bodies
optimization (CBO) [7], harmony search-based mechanism into PSO with aging leader and
challengers (HALC-PSO) [8], modified sub-population TLBO (MS-TLBO) [9], colliding-
bodies optimization (CBO) [7], vibrating particles system (VPS) [10], improved symbiotic
organism search (ISOS) [11], improved differential evolution (IDE) [12] and adaptive hybrid
evolutionary firefly (AHEFA) [13].
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This paper proposes the sizing optimization method, based on a so-called phasor PSO (PPSO)
[14], of dome-like truss structures under the constraints on the associated natural frequency.
The implementation of PPSO is simple and adaptive, as it entails only the phase angle
incorporating the periodic sine and cosine functions to model particle control parameters. The
technique enables the fast-learning strategy of the particle velocity, and quickly captures the
structural members under some specified natural frequency conditions.

Sizing optimization problem and formulations

The optimization problem minimizes the total weight (W) of the dome structure, where the
design variables read member cross-sectional areas, namely Ad for each d-th member. The
constraints consider the intrinsic structural responses and the required natural frequency. This
can be mathematically described as follows:
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where nd is the total number of (pin-jointed) truss members, ρd the material density, Ld the
length of a generic d-th member, j and k the response natural frequencies (i.e., the j-th and

k-th modes, respectively), *
i and *

j the natural frequency limits, Amin and Amax the lower and
upper limits on the available sectional areas, respectively.
The problem in Eq. (1) is further reformulated by applying the penalty function f to the
objective function (total design weight) W:
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C is the penalty factor associated with the violation of natural frequency constraints, jc and
kc the parameters indicating the satisfaction or violation of the natural frequency conditions.

The parameters ε1 and ε2 are set to 1 and 1.5 (subsequently increase to 2), respectively.

Phasor Particle Swarm Optimization Algorithm

The PPSO method, also known as the nonparametric variant PSO algorithm, is based on the
phasor theory in mathematics. The algorithmic procedures are summarized in Fig. 1. The
algorithm searches for the global best position of each particle within the design domains. All
particles cross over the neighbor particles within d dimensional search spaces using some
social cooperation and swarm around the position to optimize (minimize) the objective
function. In essence, each generic i-th particle in the swarm randomly generates the
information, including the current positions ,1 ,[ , , ]d

d

n
i i i nX X X  , the velocities
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,1 ,[ , , ]d

d

n
i i i nV V V  , the distances between the particle best

( ,1 ,[ ,..., ]d

d

n
i i i npbest pbest pbest ) and current positions Xi, and the distances between the

global best positions 1[ ,..., ]d

d

n
ngbest gbest gbest and Xi. These parameters are

iteratively updated to keep the particle converging toward the optimal solutions [14].
In the PPSO algorithm, the phase angle θ lying within a range between 0 and 2π radians is
introduced as the particle control parameter that incorporates the periodic sine (i.e., in an
interval of [−1, 1]) and cosine (in [0, 1]) functions. The variations of these periodic functions

with phase angles are depicted in Fig. 2. Both functions
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the adaptive searching characters through the phase angels of individual particles. The
velocities Vi and positions Xi associated with the i-th particle are updated at the (t + 1)-th
iteration as follows:
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periodic functions. All particles learn from their pbesti and gbest underpinning the swarm to
update the corresponding velocities and positions:
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The phase angle i and maximum velocity V(max)i of the i-th particle are updated in the (t + 1)-
th iteration by [15].

1 cos sin 2t t t t
i i i i        , (7)

21 1
(max) , (max) (min)cos ( )t t

i d i d d  V X X . (8)

This technique enables the particles to overcome the searches in the local optimal region as
well as premature solution convergence.
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Fig. 1. PPSO procedures.
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Fig. 2. Variation of periodic functions for different phase angles.

Illustrative Example

The 120-member dome-like truss structure in Fig. 3 was designed for the cost minimization of
all member sizes under the limited natural frequency conditions. The lumped mass of m1 was
assigned at node 1, m2 at nodes 2 to 13, and m3 for the remaining nodes. All design member
areas were categorized into 7 design groups. The material properties and frequency
constraints employed are listed in Table 1.
The optimal sizing design of the dome was successfully performed by the proposed PPSO
method with the total of 20 independent runs and the population of 30 particles. The optimal
solutions, see Fig. 4, converged at the early number of analysis iterations for all the repeating
PPSO solves.
The resulting member sizes of all 7 design groups and the total weight of W = 8736.24 kg are
reported in Table 2, where the solutions from various analysis methods are also compared.
More explicitly, the designed weight values referred are 8896.74 kg by vibrating particles
system (VPS) [10], 8890.48 kg by democratic particle swarm optimization (DPSO) [6],
8889.13 kg by colliding-bodies optimization (CBO) [7], 8889.96 kg by harmony search-based
mechanism into the particle swarm optimization with an Aging Leader and Challengers
(HALC-PSO) [8], 8710.06 kg by improved symbiotic organisms search (ISOS) [11],
8708.73 kg by modified sub-population teaching-learning-based optimization (MS-TLBO) [9],
8707.29 kg by improved differential evolution (IDE) [12], and 8707.26 kg by adaptive hybrid
evolutionary firefly (AHEFA) [13]. The optimal design result computed by the present
method agrees very well with all benchmarks with the comparable numerical efforts, where
the response natural frequencies comply with the imposed limits.
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Table 1. Material properties and design parameters.

Parameters Value

Modulus of elasticity E (N/m2) 2.1 × 1011

Material density ρ (kg/m3) 7971.81

Additional mass (kg) m1 = 3000; m2 = 500; m3 = 100

Allowable range of cross-section (cm2) 1 ≤ A ≤ 129.3

Constraints on the first two frequencies (Hz) ω1 ≥ 9; ω2 ≥ 11

Fig. 3. 120-bar dome truss geometry.
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Table 2. Optimal design solutions by variations analysis methods.

Design
Variables
(Areas)

cm2

Kaveh
and

Ghazaan

Kaveh,
A. and A.
Zolghadr

Kaveh,
A. and V.
Mahdavi
Dahoei

A.
Kaveh,
M. Ilchi
Ghazaan

Tejani et
al.

Tejani et
al.

Ho-Huu et
al.

Lieu et al. Present

[10] [6] [7] [8] [11] [9] [12] [13]
VPS DPSO CBO HALC-

PSO
ISOS MS-TLBO IDE AHEFA PPSO

A1 19.6836 19.607 19.6917 19.8905 19.6662 19.4886 19.4670 19.5094 19.4084

A2 40.9581 41.290 41.1421 40.4045 39.8539 40.3949 40.5004 40.3867 40.1976

A3 11.3325 11.136 11.1550 11.2057 10.6127 10.6921 10.6136 10.6033 10.7976

A4 21.5387 21.025 21.3207 21.3768 21.2901 21.3139 21.1073 21.1168 21.0787

A5 9.8867 10.060 9.8330 9.8669 9.7911 9.8943 9.8417 9.8221 9.8050

A6 12.7116 12.758 12.8520 12.7200 11.7899 11.7810 11.7735 11.7735 12.1316

A7 14.9330 15.414 15.1602 15.2236 14.7437 14.5979 14.8269 14.8405 14.9168

Best Weight
(kg)

8888.74 8890.48 8889.130
3

8889.96 8710.062 8708.729 8707.2898 8707.2559 8736.242

Number of
analyses

30000 6000 6000 17000 4000 4000 4060 3560 30000

Mean
Weight(kg)

8896.04 8895.99 8891.254 8900.39 8728.5951 8734.7450 8707.8147 8707.5580 8737.6056

f1 (Hz) 9.000 9.0001 9.000 9.000 9.001 9.0002 9.000 9.000 9.000

f2 (Hz) 11.000 11.0007 11.0000 11.0000 10.998 11.0000 11.0000 11.0000 11.0000

Fig. 4. Solution convergence by PPSO method.

Concluding remarks

The paper presents the novel PPSO method for the sizing optimization of dome-like truss
structure subjected to the constraints on its natural frequencies. The approach mathematically
adopts the phasor theory (namely the periodic sine and cosine functions) directly to the PSO
that enhances its fast solution searching schemes and more importantly overcomes the
likelihood of local optimal (premature) convergence as would be expected in standard PSO
techniques. Its applications have been illustrated through the optimal sizing design of the
modest-size dome truss structure, where its accuracy and robustness are evidenced by the
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good comparisons with various available benchmarks. An ongoing extension of the present
work is the development of an effective PPSO algorithm with the capability to incorporate the
time-dependent dynamic (seismic) constraints.
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Abstract 
The paper presents the novel meta-heuristic, called turbulent flow of water-based optimization, 
algorithm to determine the optimal distribution of steel member sizes allocated to the truss 
structure that can safely sustain the specified design forces. The problem states the minimization 
of the cost function, described by the total weight of the designed structure, complying with the 
limit state specifications. The TFWO method performs the random searches among various 
whirlpool sets, where the best particle position of each group is pulled down by the centripetal 
force to the cavity in the center of a whirlpool. A centrifugal force acting in an opposite direction 
to the centripetal force randomly transfers the particle to the new position. The interaction 
between different whirlpools applies the individual centripetal forces to iteratively unify those 
surrounding whirlpools into ones with stronger tractions, and subsequently converges the 
optimal design solution. The accuracy of the TFWO scheme is illustrated through comparisons 
with some benchmarks processed by various recent optimization algorithms. These examples 
present the robustness of the proposed approach in the optimal design of steel structures at 
modest computing resources. 
Keywords: Turbulent Flow of Water-based Optimization, Structural Optimization, Meta-
Heuristic Algorithm, Steel Structures, Optimal Sizing Design. 
 
Introduction 
The structural optimization determines the optimal distribution of members and sizes assigned 
to the structure under the required strength and serviceability performance criteria. The problem 
is typically written in the mathematical formulations aiming to computing the objective function 
(typically cost minimization) subjected to the constraints intrinsically describing the targeted 
design responses. The fast growing of recent computing technologies has encouraged the 
development of meta-heuristic methods that systematically perform the iterative-type design 
procedures to converge the optimal solutions. The methods are generally inspired by the 
concepts observing the nature-like collective birds and animal behaviors, e.g., genetic algorithm 
[1], particle swarm optimization (PSO) [2], artificial bee colony (ABC) [3], flower  and big 
bang-big crunch [4] etc. On the other hand, one of the major drawbacks underlying is the return 
of local optimum leading to the premature solution convergence. The ability in obtaining the 
accurate optimal designs is largely problem dependent. The exploration of new and suitable 
methods is thus necessary for the specific structural design problems considered. 
 
This study proposes the development of a so-called turbulent flow of water-based optimization 
(TFWO) to process the sizing design of steel trusses under the required forces[5]. The TFWO 
is inspired by the random behaviors in nature established for examples in rivers, seas and 
oceans. It provides the optimal solutions of various complex problems with real-parameter 
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benchmark functions for different dimensions. The specific problem considers the cost (total 
weight) minimization as the objective function subject to the constraints on the limited strength 
and serviceability responses of the design structures.  

Optimal Sizing Design Formulations 

The minimum weight design of the pin-connected steel truss structure can be mathematically 
described as follows:  

Minimize  W = ∑ ρiAiLi
n
i=1     (1) 

 
 subject to          σi  ≤ σall, i = 1,2, ------,n 

  δi ≤ δall, i = 1,2, ------,n   (2) 
 
where W is the total weight of the designed structure; n is the number of all truss members; ρi 

is the material density of the i-th member for {1, , }i n∀ ∈ … ; Ai is the member cross-sectional 
area (defined as the design variables); Li is the member length; σi is the member stress; σall is 
the allowable stress; δj is the nodal displacement for {1, , }j d∀ ∈ … ; and δall is the limited 
displacement at some j-th specified degree of freedom. 
 
Turbulent Flow of Water-based Optimization 
The TFWO is based on the whirlpool behaviors in developing the robust grouping optimization. 
The algorithm defines Xi as the position of the object and Whj the position of each whirlpool 
(i.e., being the best position occurring in the object). In the beginning, the method divides the 
population into various whirlpool sets, where the best position in each group generates the 
traction strength. Each whirlpool is unifying the object positions to the whirlpool center by 
applying the centripetal force (i.e., Xi = Whj). Other whirlpools lead to some deviations 
resulting in the new position of the object described by  

∆𝑋𝑋𝑖𝑖 = �cos(𝛿𝛿𝑖𝑖
𝑛𝑛𝑛𝑛𝑛𝑛) ∗ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (1, 𝐷𝐷) ∗ �𝑊𝑊ℎ𝑓𝑓 − 𝑋𝑋𝑖𝑖� − sin(𝛿𝛿𝑖𝑖

𝑛𝑛𝑛𝑛𝑛𝑛) ∗ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (1, 𝐷𝐷) ∗ (𝑊𝑊ℎ𝑛𝑛 − 𝑋𝑋𝑖𝑖)� ∗
(1 + |cos(𝛿𝛿𝑖𝑖

𝑛𝑛𝑛𝑛𝑛𝑛) ∗ − sin(𝛿𝛿𝑖𝑖
𝑛𝑛𝑛𝑛𝑛𝑛)|)       (3) 

 

𝑋𝑋𝑖𝑖
𝑛𝑛𝑛𝑛𝑛𝑛 =  𝑊𝑊ℎ𝑗𝑗 −  ∆𝑋𝑋𝑖𝑖           (4) 

 
At variance with the centripetal force attracting the moving object toward its whirlpool, the 
centrifugal force pushes the object away the center. In the instance when the centrifugal force 
overcomes the centripetal counterpart as defined in Eq. (5), the object position transfers to the 
new position. The centrifugal force FEi is described in Eq. (6) if it is greater than the random 
values:  

𝐹𝐹𝐹𝐹𝑖𝑖 = ((cos(𝛿𝛿𝑖𝑖
𝑛𝑛𝑛𝑛𝑛𝑛))2 ∗ (sin(𝛿𝛿𝑖𝑖

𝑛𝑛𝑛𝑛𝑛𝑛))2)2      (5) 

 

𝑋𝑋𝑖𝑖,𝑝𝑝 =  𝑋𝑋𝑝𝑝
𝑚𝑚𝑖𝑖𝑛𝑛 + 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ∗ (𝑋𝑋𝑝𝑝

𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑋𝑋𝑝𝑝
𝑚𝑚𝑖𝑖𝑛𝑛)      (6)  

 

ICCM2021, July 4th-8th 2021

353



Moreover, the position of whirlpools can be influenced by the other whirlpool. The whirlpool 
positions is updated as follows:  

𝑊𝑊ℎ𝑗𝑗
𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑊𝑊ℎ𝑓𝑓 − ∆𝑊𝑊ℎ𝑗𝑗          (7)  

 

∆𝑊𝑊ℎ𝑗𝑗 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (1, 𝐷𝐷) ∗  �𝑐𝑐𝑐𝑐𝑐𝑐(𝛿𝛿𝑗𝑗
𝑛𝑛𝑛𝑛𝑛𝑛) + 𝑐𝑐𝑠𝑠𝑟𝑟(𝛿𝛿𝑗𝑗

𝑛𝑛𝑛𝑛𝑛𝑛) ∗ (𝑊𝑊ℎ𝑓𝑓 − 𝑊𝑊ℎ𝑗𝑗)�   (8) 

 
In the case where the best object among all members in the set is stronger than the whirlpool 
itself, the new whirlpool is updated by this best object for the consequent iteration. 

Illustrative Example 

The applications of the proposed TFWO method have been illustrated through the sizing 
optimization of 3D steel trusses under strength and serviceability constraints. A number of 
design benchmarks and examples have been successfully solved by the present scheme. One of 
which, namely the design of 25-bar space tress in Fig. 1 [6] is considered in this work. The 
design forces applied were 0.5 kip at node 3 in the positive x-direction, 0.6 kip at node 6 in both 
negative y and z directions and 10 kips at nodes 1 and 2 in both negative y and z directions. 

 
Fig. 1. 25-bar space truss structure 

 
The design variables defined the member areas categorized into 8 different groups as listed in 
Table 1. The material properties employed were elastic modulus of 10,000 ksi (68,950 MPa) 
and uniform material density of 0.1 lb.in−3 (2767.99 kg.m−3). The cross-sectional areas were 
selected within the range between 0.01 in2 and 3.4 in2. The allowable displacements of each 
node were limited to the variation of 0.35 in at x- and y-directions. The maximum stress limits 
in all compression and tension members are listed in Table 1.  
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Table 1 Member group and stress limits. 
 

Group Members Compression stress limit (ksi) Tension stress limit (ksi) 

1 A1 35.092 40 

2 A2 – A5 11.59 40 

3 A6 – A9 17.305 40 

4 A10, A11 35.092 40 
5 A12, A13 35.092 40 

6 A14 – A17 6.759 40 

7 A18 – A21 6.959 40 

8 A22 – A25 11.082 40 
 
The optimal design of the steel space truss was successfully performed by the proposed TFWO 
method within 50 analysis iterations. The solution (total weight) convergence with the number 
of analysis (up to 400) iterations is clearly depicted in Fig. 2. More explicitly, the minimum 
weight of 482.026 lbs was computed at the 42-th iteration and took only 23 seconds. The 
optimal results, including the total weight and designed member areas, are reported in Table 2, 
and agree well with those from benchmarks  [6], [7], [8], [9] ,[10], and [4]. In essence, the 
present TFWO approach provides the most minimum weight solution with the satisfaction of 
all constraints.  

 
 Fig. 2. Convergence History of 25-bar space truss 
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Table 2 Optimum results for various design methods. 
 

Design 
Variables 

Cao et al. 
GA  [8] 

Li et al. 
HPSO  
[9]  

TLBO 
[10] 

Camp  
[4] 

ACO  
[7]  

FPA  
[6] 

TFWO 
(Present) 

A1 0.0100 0.0100 0.0100 0.0100 0.0100 0.0100 0.0100 

A2 2.0119 1.9700 1.9878 2.0920 2.0000 1.8300 0.4231 

A3 2.9493 3.0160 2.9914 2.9640 2.9660 3.1834 3.4000 

A4 0.0100 0.0100 0.0100 0.0100 0.0100 0.0100 0.0100 

A5 0.0295 0.0100 0.0100 0.0100 0.0120 0.0100 1.9170 

A6 0.6838 0.6940 0.6828 0.6890 0.6890 0.7017 0.9653 

A7 1.6798 1.6810 1.6764 1.6010 1.6790 1.7266 0.4728 

A8 2.6759 2.6430 2.6656 2.6860 2.6680 2.5713 3.4000 

Weight 
(lb) 

545.8000 545.1900 545.1750 545.3800 545.5300 545.1590 482.0268 

Concluding Remarks 

The novel TFWO method has been presented for the optimal sizing design of steel space truss 
structures under applied forces. Both the material capacities and displacement limits are 
imposed directly as the design constraints. The TFWO determines the minimum of the total 
weight (cost) of the design structure with the strict satisfaction of all constraints. A number of 
design examples have been successfully proceeded by the proposed scheme at modest 
computing efforts. The accuracy of the optimal designed variables as compared to the 
benchmarks can be achieved. In essence, the more minimum weight of all members employed 
as illustrated in this paper is evidenced. 
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Abstract 

The paper proposes an enhanced version of the comprehensive learning particle swarm 

optimization (CLPSO) method for the simultaneous optimal size and shape design of steel truss 

structures under applied forces. The CLPSO approach incorporates the two novel enhancing 

techniques, namely perturbation-based exploitation and adaptive learning probabilities, in 

addition to its distinctive diversity of particles preventing the premature local optimum 

solutions. In essence, the perturbation enables the robust exploitation of the updating velocity 

of particles, whilst the learning probabilities are dynamically adjusted by the ranking 

information of personal best particles. A combination of these techniques results in the fast 

convergence and likelihood of the global optimum solution. Applications of the enhanced 

CLPSO method are illustrated through a number of successfully solved truss design examples. 

The robustness and accuracy of the proposed scheme are evidenced by the comparisons with 

available benchmarks processed by some other metaheuristic algorithms in obtaining the 

optimal size and shape distributions of steel trusses complying with limit state specifications. 

 

Keywords: Comprehensive Learning; Particle Swarm Optimization; Perturbation-Based 

Exploitation; Adaptive Learning Probabilities; Size and Shape Optimization 

Introduction 

Particle swarm optimization (PSO) first introduced by Kennedy and Eberhart [1] in 1995 

emulates the movement or social behavior of a bird flock. An PSO is a popular swarm-

intelligence-based algorithm which is used in many real-world optimization problems. 

However, the solutions of complex problems can often be trapped in the local optima. Many 

approaches have been studied to improve the performance of PSO methods. In 2014, Xiang Yu 

and Xueqing Zhang [3] proposed an enhanced comprehensive learning PSO (ECLPSO) based 

on the original concept of comprehensive learning PSO (CLPSO) [2], where two enhancing 

techniques construct the perturbation-based exploitation together with adaptive learning 

probabilities. 

This paper presents the novel ECLPSO method in the simultaneous size and shape optimization 

of planar truss structures. By considering both size and shape variables, the optimization 

provides the more economical material design than the size optimization alone. The 

applications of the proposed ECLPSO and its accuracy in obtaining the optimal solution are 

illustrated through the comparisons with some available benchmarks. 
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State Optimization Problem 

The weight (cost) minimization problem of the truss structure consisting of n pin-connected 

members can be mathematically formulated in two design size (namely 1{ , , }n

A nA A =X ) 

and shape (
1{ , , }ng

G ngG G =X ) variables as follows:  
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min max

min max

find            { , }
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where W  is the total weight of the design structure defined as the function of member density 

i , physical length iL  and cross-sectional area iA , m the total number of degrees of freedom, 

ng the total number of geometry variables, j  the displacement at the j-th degree of freedom, 

and i  the member stress. The optimization problem in Eq. (1) minimizes the total weight W  

of the structure under the bounds on permissible compression 
c

i  and tension 
t

i  stresses, 

minimum min  and maximum max  displacements, and minimum minA  and maximum maxA  

areas. 

The penalty method reformulates the constrained design Eq. (1) to an unconstrained 

optimization problem [7]-[9]. The function is defined below:  

 ( )' ,A G pW W K= X X , (2) 

 ( )1p C


 = + , (3) 

where K and   are the penalty constant and penalty exponent (viz., 1 =  in this study), C is 

the parameter measuring the violation of penalty constraints:  
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jC  and 
iC  are the displacement and stress constraints, respectively: 

 

min

min

min

max

max

max

min max

          if  

          if  

0                        if  

j

j

j

j

j

j

j

j

C

C

C







 
 



 
 



  


 










−
=

−
= 

= 

, (5) 

ICCM2021, July 4th-8th 2021

359



 

          if  

          if  

0                      if  

i
t

ti
it

i

c
ci
ic

i

c

i
i

i i
i

i

i

t

i i

C

C

C







 
 



 
 



  







 

−
= 






−
=

= 

. (6) 

Comprehensive Learning Particle Swarm Optimization 

The CLPSO approach is a variant of the PSO algorithm pioneered by Liang and Qin [2] in 2006. 

The method employs the strategy that updates the particles’ velocity by learning from all other 

particles’ best information to prevent the solution from premature convergence. The velocity 

and position of a generic particle are determined by: 

 , , , ,( )
ii d i d d f d i dV wV cr pbest X= + −  (7) 

 , , ,i d i d i dX X V= +  (8) 

where i  and d  are the array indices of the particles (population) and dimensions (design 

variables), respectively; ,i dX  and ,i dV  are the position and velocity of the i-th particle at the d-

th dimension, respectively; w  is the inertia weight; c  is the acceleration coefficient being equal 

to 1.5; dr  is a random number in the range of [0,1] ; if  is the exemplar index the i-th particle 

follows; 
,if dpbest  is the best position of the fi-th particle for the d-th dimension. 

 

( )

( )
min max min

10 1
exp 1

1
( )

exp 10 1
i

i

N
L L L L

− 
− 

− = + −
−

. (9) 

The selection of the exemplar index is based on the learning probability iL . More explicitly, if 

the random number in a range of [0,1]  is greater than iL  then the exemplar index if  reads the 

i-th particle’s index. Otherwise, the index if  takes the location of particle associated with the 

best of the two fitness values randomly selected from the populations of the considered d-th 

dimension. 

The inertia weight is defined by:  

 ( )max max min

max

k
w w w w

k
= − − . (10) 

The maximum ( maxw ) and minimum ( minw ) inertia weights are respectively equal to 0.9 and 0.4 

for most cases, and maxk  is the maximum generation number. 

Enhanced Comprehensive Learning Particle Swarm Optimization (ECLPSO) 

Two techniques, namely perturbation-based exploitation and adaptive learning probabilities, 

are developed within the ECLPSO such that the optimal sizes and shapes of structures are 

designed. These concepts are described as follows. 
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Perturbation-based Exploitation 

The perturbation-based exploitation term mainly improves the exploitation and accuracy of 

CLPSO algorithm. The scheme is considered if Eq. (11) and Eq. (12) is true. Then, the 

perturbation term is added to the velocity equation in Eq. (7). 

 ( )dd ddP XP X−  −  (11) 

 d dP P −   (12) 

 , ,, , ,
2i i

d d
i d PbE i d fd dd if d

P P
V w V cr pbest pbest X

 −
= + +  

 
− −

  



 (13) 

where dP  and dP  are the upper and lower bounds of the personal best position on the d-th 

dimension, respectively; dX  and dX  are respectively the upper and lower bounds of the 

search space;   is a relative ratio equal to 0.01;   is the small absolute bound with value 

equals to 2; PbEw  is the inertia weight for the approach exploitation ( PbEw  = 0.5 in this work); 

  is the perturbation coefficient assisting the supports optimization process to capture the 

global optimum. 

Adaptive Learning Probabilities 

A new adaptive learning probabilities strategy is introduced to replace the original function in 

Eq. (9) as follows: 

 

( )

( )
min max min

10 1
exp 1

1
( )

exp 10 1

i

i

K

N
L L L L

− 
− 

− = + −
−

, (14) 

 ( ) ( )max min 1
0.25 0.45log 1kD

L L M
+

= + + − . (15) 

The value iK  is a rank of personal best fitness value for the i-th particle, defined in an ascending 

order of the personal best fitness values. Moreover, minL  is fixed at 0.05, and kM  is the number 

of dimensions as when both Eqs. (11) and (12) are complied. 

Illustrative Example 

The example considers the 15-bar planar truss structure in Fig. 1 subjected to the vertical load 

of 10 kipsF = . The material properties employed were the modulus of elasticity of 410  ksi , 

the material density of 30.1 lb.in− , and the permissible tensile and compressive stresses of 

25 ksit t

i c = =  for all members {1, ,15}i . 

The sizing and shape optimization problem in Eq. (1) defined the design variables, namely the 

unknown member areas of 1 15[ , , ]AW A A=  and some coordinates variations in x- and y-axes 

of 2 3 6 7 2 3 4 6 7 8[ , , , , , , , , , ]GW x x x x y y y y y y= , where the geometry constraints of 2 6x x=  and 

3 7x x=  were imposed. Moreover, the limits on both geometry variables are listed in Table 1. 
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The area variables are selected from the set available sections consisting of the discrete areas 

of A = {0.111, 0.141, 0.174, 0.220, 0.270, 0.287, 0.347, 0.440, 0.539, 0.954, 1.081, 1.174, 1.333, 

1.488, 1.764, 2.142, 2.697, 2.800, 3.131, 3.565, 3.813, 4.805, 5.952, 6.572, 7.192, 8.525, 9.300, 

10.850, 13.330, 14.290, 17.170, 19.180} in2 

 

Table 1. Limit on geometry variables 

 

Figure 1. Schematic of the planar 15-bar truss structure. 

 

Figure 2. Optimum layout of the 15-bar truss structure. 

The ECLPSO method adopted 30 particles with the maximum number of 800 iterations. All 

imposed constraints were fully complied. The resulting optimal member areas and shapes of 

the planar truss are depicted in Table 2, where those from various design methods are also 

summarized. It is evidenced that the optimal design weight value of 75.1552 lb given by the 

present ECLPSO achieved the most minimum (viz., the economical design with some 8% 

lighter than that from standard PSO scheme) as compared to all other benchmarks. The optimal 

Geometry variables: ,minGX  (in) ,maxGX  (in) 

2x  100 140 

3x  220 260 

2y  100 140 

3y  100 140 

4y  50 90 

6y  -20 20 

7y  -20 20 

8y  20 60 
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design shape is depicted in Fig. 2, and the plot of solution convergence in Fig. 3 presents 

monotonic variations of the design weights decreasing to the optimum over the increasing 

number of iterations. 

 

Figure 3. Solution convergence in the ECLPSO process. 

 

Table 2. Optimal area and shape solutions computed various design methods. 

Design 

variable 

Rahami 

et al. [4] 

Tang et al. 

[5] 

Gholizadh [6] ECLPSO (this study) 

PSO CPSO  Stress (ksi) 

A1 1.081 1.081 0.954 1.174 0.954 24.9120 

A2 0.539 0.539 1.081 0.539 0.539 23.8234 

A3 0.287 0.287 0.270 0.347 0.174 24.8164 

A4 0.954 0.954 1.081 0.954 0.954 -23.4293 

A5 0.539 0.954 0.539 0.954 0.539 -24.8863 

A6 0.141 0.220 0.287 0.141 0.287 -24.2336 

A7 0.111 0.111 0.141 0.141 0.111 -2.0217 

A8 0.111 0.111 0.111 0.111 0.141 -4.3943 

A9 0.539 0.287 0.347 1.174 0.539 7.0051 

A10 0.440 0.220 0.440 0.141 0.347 24.9239 

A11 0.539 0.440 0.270 0.440 0.440 -24.2596 

A12 0.270 0.440 0.111 0.440 0.270 20.0072 

A13 0.220 0.111 0.347 0.141 0.174 -24.9816 

A14 0.141 0.220 0.440 0.141 0.287 24.9373 

A15 0.287 0.347 0.220 0.347 0.174 -24.3701 

X2 101.5775 133.612 106.0521 102.2873 132.8913  

X3 227.9112 234.752 239.0245 240.5050 240.2414  

Y2 134.7986 100.449 130.3556 112.5840 118.2489  

Y3 128.2206 104.738 114.2730 108.0428 118.0375  

Y4 54.8630 73.762 51.9866 57.7952 52.0899  

Y6 -16.4484 -10.067 1.8135 6.4299 -13.5400  

Y7 -16.4484 -1.339 9.1827 1.8006 -11.9345  

Y8 54.8572 50.402 46.9087 57.7987 54.9136  

       

Weight (lb) 76.6854 79.820 82.2344 77.6153 75.1552  
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Concluding Remarks 

The paper has presented the simultaneous sizing and shape optimization of the in-plane truss 

structures under limited stress and serviceability constraints. The ECLPSO shows its efficient 

and robust optimizer that incorporates the two enhancing techniques, called the perturbation-

based exploitation and the adaptive learning probabilities. The scheme by adjusting the ranking 

of personal best information advantageously overcomes the burdens associated with the 

premature solution convergence as would be experienced in standard PSO methods. The 

applications of the method have been illustrated through the design of modest-scale sizing and 

shape truss designs given in some available benchmarks. The optimal design solution can be 

achieved with the fast convergence to the optimum by processing the ECLPSO approach. The 

accuracy of the results computed has been well compared with those reported in the literatures. 
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